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ABSTRACT

Modeling and Designing Fair Rate Control for Wireless Meshaideks
With Partial Interference

Lei Wang
Department of Computer Science, BYU
Doctor of Philosophy

Internet rate control protocols, such as TCP, encountersgwrformance problems in
wireless mesh networks. Because wireless networks usedsbanemunication channels, con-
tention and interference can significantly degrade flowughput and fairness. Existing research
takes either an engineering-based or optimization-bagpibach to solve the performance prob-
lems. The engineering-based approach usually solves #ispdaserved problem, but does not
necessarily optimize the overall performance. The opttion-based approach mathematically
models the network to find the optimal resource allocatiom@gncompeting flows. The model
can lead to a distributed rate control algorithm with perfance guarantees, but relatively little
work has been done to verify that the algorithm leads to ga@ytbpmance in real networks.

This dissertation develops a more accurate network opditioiz model, implements the
derived distributed rate control algorithm in a mesh testkand discusses observations in the
extensive experiments. We first synthesize models usedptomizing fair rate control for wire-
less mesh networks, and discuss their tradeoffs. We thguopeoa partial interference model
which uses more accurate objective functions and constrasicompared to the binary interfer-
ence model. Numerical results show that the partial interfee model outperforms the binary
interference model in all scenarios tested, and the reaidts suggest that partial interference
should be modeled separately from contention. Our expetaheesults confirm the prevalence of
partial interference in our mesh testbed, and show thatahépinterference model results in sig-
nificantly improved performance in a typical interferencpdlogy. We also observe a significant
deviation between theory and practice, whereby, the assom@f a linear relationship between
interfering links breaks in our experiments. We discusgessdirections to further investigate this
issue.

Keywords: Wireless mesh networks, fair rate control
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Chapter 1

Introduction

A wireless mesh network consists of a mesh of stationary aslgilendevices, connecting
to each other through wireless links. Figure 1.1 illussaéypical mesh network, in which a set of
stationary wireless routers maintain a backhaul netwaidyiging basic wireless coverage. They
usually have unlimited power supply and powerful CPUs, antkws traffic forwarders in the net-
work. Users access the network using mobile devices suaptgd computers and smart phones,
and they may move around the mesh network, connecting thratrgless routers. A mesh net-
work often includes one or more gateways to the Internetyiging extended access to Internet
services. As compared to a wireless access point using le surgless hop, communication paths

in a typical mesh network spanultiple hops before reaching the wired network.

Internet

............. Wireless Links

— Communication Paths

Figure 1.1: Wireless mesh network

Wireless mesh networks are becoming increasingly comnth, ds standalone networks
and as extensions to the Internet services. Usually sntalerdesktop computers, wireless routers

can.be easily.deployed.wherever power is available withautying about the expensive infras-

1
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tructure needed to provide a wired Internet connection atyeplace where access is needed.
Intelligent network protocols make mesh networks selflihgan that a host is able to choose an
alternative communication path in situations when an mggtiate node in the original path be-
comes unavailable or encounters severe problems in linktgu&Vireless mesh networks have
traditionally been used in situations where an extensivermet coverage is not affordable, such
as in rural or underprivileged areas, or when an infrastinechetwork coverage is not available at
the moment, such as in disaster relief situations. Tod&yntbst common use is providing video
surveillance in cities where it is prohibitively expensicewire the whole city. Representative
projects include the One Laptop Per Child (OLPC) project at NI the Technology for All
(TFA) project at Rice University [2], and the mesh network Idgpd in the San Francisco Bay

area [3].

It is well-known that Internet rate control protocols expace severely degraded through-
put and fairness in wireless mesh networks. This is becankeconditions in wireless mesh
networks are significantly different from those in the Imietr Internet rate control protocols were
originally designed to work for wired Internet connectiptisrough which disjoint flows won't
affect each other. In a wireless mesh network, howeversinesions are broadcast in nature, and
those in close vicinity cause contention and interferemdech often results in poor throughput
and unfairness between competing flows [4, 5]. Performaunaki@&ion suggests that contention
and interference are major reasons for packet loss in @setesh networks, and extra rate control

is necessary to minimize the undesirable contention ardf@rence in the network.

To cope with these problems, this dissertation develops adee protocol that 1) works
transparently to existing Internet rate control protoc@)snaximizes the overall link utility in the
wireless mesh network; and 3) achieves proportional fagrmetween competing wireless links.
We first design a theoretic model for a wireless mesh netwhak incorporates partial interfer-
ence, which is usually overlooked in existing models. Udimg partial interference model, we
then derive a distributed rate control algorithm with periance guarantees, and present numer-

ical results to . show.the benefits of the algorithm as compsaredore conservative models. We

2
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also implement the rate control algorithms in a wirelesshrtestbed, and evaluate performance
through extensive experiments.

In the theoretical modeling part of this dissertation, weks® answer a fundamental ques-
tion in modeling wireless mesh networks as applied to ratgrob is it important to model partial
interference separately from contention? We discussdiions in the traditional binary interfer-
ence model, propose our partial interference model, amdulate the optimization problem. We
discuss tradeoffs in designing practical rate control @llyms using the proposed model and use
numerical results to illustrate conditions under which efffects of partial interference cannot be
ignored and should be modeled accurately.

Our experimental results on a mesh testbed show that pantiaference is prevalent in
the mesh network, and treating interference as contensoally leads to over-conservative re-
source allocations. Thus our partial interference modekdmprove overall throughput received
by applications. The interference model uses a networkfarence map to calculate the level of
impact that an interferer link inflicts on an interferee litkowever, we observe that measuring the
interference map using broadcast may lead to inaccuraiéises unicast approach is preferable
in terms of measurement accuracy. We also find a non-linégtraeship between the interfering
links. This contradicts the seminal work in the field thatabfished a linear relationship based
on measurements of a mesh network [6]. The non-linear oglstiip leads to a significant gap

between theory and practice, demonstrating a need fordiuréisearch in the area.
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Chapter 2

Related Work

The research community has undergone intensive work inrgpthe performance prob-
lems that Internet rate control protocols encounter in ig® mesh networks. We broadly cate-
gorize existing solutions into two groups: engineeringdthapproaches, and optimization-based
approaches. Under the engineering-based category, @ispmsuld be further categorized as so-
lutions that work on transport-layer flow ends, that opeedtmtermediate hops of flows, or that

require close collaboration across multiple layers of tbsvork.

2.1 Engineering-Based Approaches

In this category, research teams identify performancelpnobthrough experimental observations.
Ad hoc solutions are then developed, implemented, and a&edun practical network environ-
ments. The advantage of such research is that it is intignatginected to practice, leaving no
gap between ideas and implementation. On the other handsslitions may be ad hoc and very
narrow, only applying to the specific situation observedractice without any theory for adapt-
ing them to new situations or providing performance guaasit Research groups approach the
problems from different perspectives, including bettée i@ntrol algorithms on flow ends, more
accurate and prompt reaction to link dynamics in the middil#ows, and better collaborations

across protocol stack layers.
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2.1.1 End-To-End Approaches

End-to-end congestion control schemes improve TCP perfucenhy designing better algorithms
at the source and destination of a flow. Protocols in thisgoateinherit the original design of
TCP from the Internet, where intelligence is pushed to thesenfgthe network for scalability
considerations [7].

TCP with Adaptive Pacing improves TCP performance by adogtirege-based congestion
control algorithm [8]. TCP-AP considers both inter-flow antra-flow contentions in estimating
the packet sending rate. For inter-flow contentions, TCP-8&suhe coefficient of variation of
recently measured Round Trip Times (RTT), and for intra-flomtentions it uses the measured 4-
hop propagation delay. The authors in this work also reasgtiie importance of reducing ACK-
incurred overhead to protocol performance, and adopt ddI&CKs as proposed in a previous
work [9]. With delayed ACKs, a transport protocol can combineto four ACK packets into
one segment. The authors justify the protocol designs anity y@otocol performance through
a simulation study. Unfortunately, the practical perfonoe of TCP-AP largely depends on the
network topology and traffic patterns.

TCP with Fractional Window Increment (FeW) limits TCP’s aggresness in congestion
control to achieve a better performance and interactioh wit-demand routing protocols [10].
This research work identifies that network overload is theary reason for network performance
degradation, and the bad interactions between on-demanithggorotocols and TCP make the
situation even worse. The size of the congestion window in @€trmines the number of out-
standing packets in the network; this work avoids networrimad by using a fractional window
increment scheme. Rather than additively increasing thgesiion window after the successful
transport of a window of packets, TCP-FeW fractionally ises the size of the congestion win-
dow. This work demonstrates that an appropriate choiceadf#ction value in congestion window
increment can significantly improve TCP performance, butdedhe explicit algorithm to adap-
tively determine the right factional value unexplored. Hmancement in TCP performance in

this,work.only.comes.from.a.simulation study using a statiovoek topology.

6
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TCP-DOOR improves TCP performance in situations where teampdink failures and
route changes happen frequently [11]. TCP interprets pdokstas a sign of congestion. This
assumption works fine in the Internet, but breaks in the wofldhulti-hop wireless networks,
where packet loss could also be a result of route changesnéerderence. TCP-DOOR infers
route changes from out-of-ordered (OOOQO) packet deliveents/at both ends of a flow: the source
node detecting OOO ACK packets and the destination node tadgge©@OO data packets. The
destination node needs to notify the source node about the &@nts. The source node responds
to OOO events by temporarily disabling congestion contral eecovering instantly to the state
before the congestion avoidance action. While proposingvalnmint of view to improve TCP
performance, TCP-DOOR also bears a few limitations in itsgies This work only provides
performance reports from single-flow scenarios, which are cases in practice. The effectiveness
of TCP-DOOR in situations where packet loss is not caused ltg rchanges is unclear.

TCP-ATL seeks a unified solution to reliable packet transpeetr heterogeneous wireless
media [12]. The protocol uses an Exponential Weighted Mpwinerage (EWMA) in calculating
the estimated RTT and deviation in sampled RTTs. The passtweand3 determine the respon-
siveness to variations in measured RTT values. TCP-ATL addptadjusts the value of these
two parameters to cope with the dramatically different abtgristics in wireless media, which
are captured by the packet loss rate and wireless link dddagreed at the MAC layer. TCP-
ATL emphasizes issues that come from heterogeneity in @gseimedia, while this work seeks

enhancement in transport performance in IEEE 802.11-basetéss mesh networks.

2.1.2 Hop-By-Hop Approaches

Hop-by-hop approaches perform congestion control atimeeliate nodes along a communication
path. In contrast to end-to-end schemes, hop-by-hop ctagesontrol pushes intelligence into
the network. The relatively small scale of wireless meskvoeks justifies the viability of such de-
signs. Although hop-by-hop designs originated on wiredvoeks, the application of hop-by-hop

design.in.multi-hop.wireless,networks aims to overcome waighallenges in wireless transmis-
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sions.

Hop-by-hop congestion control is particularly intriguimgsensor networks, where max-
imizing the battery life of sensors is a primary challengeithivfiop-by-hop congestion control,
nodes avoid congestion and recover lost packets at inteateedlodes, conserving more power
than with end-to-end congestion control. Unfortunatehgtgcols tailored for sensor networks
usually lack the generality needed to be applied to othezsygf multi-hop wireless networks,
such as mesh and ad hoc networks. Most of these protocoladakatage of the unique attributes
in sensor networks, which include a many-to-one trafficqaithomogeneous packet sizes and
transmission rates, and usually no mobility. A typical mbtip wireless mesh network presents

significantly more dynamics in the number of flows, transiissates, and network topology.

A good example of hop-by-hop congestion control in senstwaors is Fusion [13]. Each
sensor monitors its queue length and sets a bit in its ouggoackets when the queue grows too
large. An upstream sensor overhears this information, op dransmitting to this sensor until it
overhears a packet with the bit cleared. In this way locagyestion information is carried towards
the source node via backpressure. Fusion also adopts amébed scheme to alleviate the serious
unfairness toward sources that have to traverse a largebewai wireless hops. Each sensor
listens to the traffic its parent forwards to estimate thaltotimber of unique sourcésthat route
through the parent and uses a token bucket scheme to limgetheéing rate to N of the total
rate. Fusion also adopts a prioritized MAC layer that givesaeklogged sensor priority over non-
backlogged sensors for access to the shared wireless metiuwsravoiding buffer drops. Similar

work in sensor networks includes CODA [14], ARC [15] and CCF [16].

In a more recent work, Scofield et al. propose HxH, a hop-hytn@ansport protocol for
wireless mesh networks [17, 18]. HxH improves throughpuétiigient designs in hop-wise con-
gestion control and end-to-end reliability. At each hoppdaoverhears ongoing transmissions at
the downstream node and estimates the size of availablerbu#t the next hop. To avoid conges-
tion nodes only transmit when there are available buffete@townstream node. The node that

is,one hop.away.from.the destination node piggybacks inatssimissions the sequence number

8
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of the packet last received by the destination. The node opdurther away from the destination
can overhear this and continue the process. In this way,nttideeend reliability information is
passively relayed to the source node, conserving scaredess resources for data transmissions.
The credit-based congestion control in HxH, however, mdlys&nd at a high rate, and it may

generate bursty traffic and thus exaggerate contentiontvmonie.

2.1.3 Cross-Layer Approaches

Protocol designers also seek approaches to improve TCRiparfice through a joint effort across
multiple layers in the protocol stack, in particular fromtwerk and link layers. Typical work
in this category maintains the end-to-end semantics of TABrmediate nodes feedback link
conditions in the communication path back to the source notielp TCP react more accurately.

It is well-recognized that TCP fails to distinguish the difface between a link failure and
congestion and reacts erroneously to link dynamics in theor&. Extensive research work has
proposed solutions to this problem. A good example is Exfliok Failure Notification (ELFN),
in which a network layer protocol notifies TCP when a route lagled in mobile ad hoc networks
[19]. TCP freezes the retransmission timer and enters addigihhmode, giving the routing pro-
tocol time to repair the route failure. In order to determivieen the route has been restored, TCP
sends periodic probe packets to see if a route has beenisiséabl If an acknowledgement is
received, it then leaves the “stand-by” mode, restoresttmmsmission timers, and continues as
normal. In this way, TCP effectively distinguishes mobilibss from congestion-incurred loss,
and avoids unnecessary reductions in its sending rate.

As an effort to further reduce the impact of mobility-incedrpacket loss on TCP perfor-
mance, Yu proposes to use intermediate nodes to improvéoeand performance by two mecha-
nisms: Early Packet Loss Notification (EPLN) and Best-EfR@K Delivery (BEAD) [20]. This
work extensively exploits cached routes at the networkrlayéelp TCP cope with route changes
in mobile ad hoc networks. Upon a route failure, an interragdnode salvages packets by send-

ing.them.on.an.alternative;,.cached route. If packet salwdtds, EPLN notifies TCP about lost

9
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packets during the route failure. TCP disables its retrasgsion timer to avoid an unnecessary
decrease in its sending rate. BEAD attempts to retransmit A&ksther intermediate nodes or
TCP receivers, alleviating the impact of lost ACK messagesawm thhroughput.

Ad-hoc Transport Protocol (ATP) is a rate-based transpoitbgol tailored for ad hoc net-
works [21]. In this work Sundaresan et al. argue that sewv##aign elements in TCP, such as
window-based transmissions and loss-based congestiaatimh, are fundamentally inappropri-
ate for the unique challenges in ad-hoc networks. In ordexvercome these observed disad-
vantages, ATP measures queuing delay and transmission ae&ach intermediate nodes; the
measurements are piggybacked on data packets to the diestinghe destination relays the sum
of the measurements to the source to control the sending Tateeduce communication over-
head, the destination also sends ACKs at epochs instead efdoy packet. Even though ATP is
designed to replace TCP in ad hoc networks, recent reseancbnd¢rates that ATP is unable to
maintain stable transmission rates and usually chooses tia&t are much lower than necessary

when the network topology becomes highly dynamic [17].

2.2 Optimization-Based Approaches

In order to overcome the limitations in the “ad-hoc” desigitern of the engineering-based ap-
proaches, researchers have appealed to convex optinmitlagiory to systematically formulate rate
control problems and derive solutions that yield perforogaguarantees. Proposals in this cate-
gory typically aim to maximize the overall utility in the nmedrk, subject to constraints imposed by
link capacities. Depending on the definition of utility usadhe model [22, 23], the resulting so-
lutions can flexibly achieve different senses of fairnesshsas max-min fairness and proportional
fairness. Distributed algorithms capable of computingéhgolutions are then derived via various
decomposition methods [24].

The seminal work from Kelly applies theory from convex op#ation to solve the problem
of optimal resource allocation in a communication netwd@%][ This work models the optimal

resource allocation.as.a problem that maximizes the sumwfitdities, which are functions of

10
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rate assigned to each flow, with constraints imposed by lagacity and the traffic flow pattern.
Following a convention in convex optimization, this papeterprets slack variables as the price
per unit flow that the network charges a user. This work thedetsothe problem from a user’s
point of view as a maximizer of the received utility, and froéhe network’s point of view as a
maximizer of the received revenue from all users. A thecaétroof suggests that there exists a
equilibrium satisfying both sides. This work assumes thatttility function is differentiable and
strictly concave so that the optimization problem attaivesfavorable convex attribute. Standard

techniques can be used to derive distributed algorithmedovex problems.

In the same paper, Kelly proposes the concept of propolttiairaess in resource alloca-
tion. The traditional concept of max-min fairness givesrgvow with equal demand an equal
share; proportional fairness emphasizes aggregated rietiroughput, and allows some degree
of “unfairness” in the throughput of some flows as long asshizifice can achieve a greater incre-
ment in the aggregated network utility. This paper, howegpsrdates many recent developments
with wireless networks and thus does not take into accoensiiared nature in wireless transmis-
sions. As critiqued in a subsequent work, a direct appbecatif the derived congestion control
protocol in the wireless world leads to an unstable equulibrpoint at the desired fair solution

[26].

Inspired by Kelly’s work, Yi et al. take a similar approachdadevelop a hop-by-hop
congestion control protocol for multi-hop wireless netk®f27]. Each node collects the sum
of MAC time utilization by all traversing flows, both incongrand outgoing, and calculates a
local congestion price as the difference between this suinaagpecified utilization threshold,
which is determined by the efficiency of the MAC protocol ireusEach node adds its current
congestion price to the price it received from a downstreaaien and passes this partial sum
toward the upstream node. The source node ultimately res¢he sum of all price information
from the corresponding nodes on its path, and uses this fwicentrol its rate. In addition to
the rate adjustment at the source, each intermediate nsedeahtrols its sending rate based on

the received partial. sum,and achieves a more responsivearedc changes in link conditions.
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The proposed algorithm assumes that each wireless hoptep@maa separate frequency, and the
congestion price feedback does not experience any delapasdin the performance evaluation,
the desired MAC utilization threshold is manually set witheeporting the method to derive this

value in practice.

In another representative work, Chen et al. propose a joimgestion control and media
access control model for ad hoc wireless networks [28]. Reicoyy the shared nature of the
wireless medium, the authors apply the concept of a maxitiglesin graph theory to model
the contention relationship among contending transmissio Each intermediate node collects
flow rate information from every other node within the samque, and calculates a congestion
price as a function of the normalized sum rate. A source ndflests its sending rate according
to the cumulative congestion price that is periodically Beatk from downstream nodes in the
communication path. At intermediate hops, each flow usestnmalized flow rate as a persis-
tence probability to contend for the channel. This papen@with many other models that use
a contention graph, ignores the impact of partial interfeeg which is prevalent in wireless mesh
networks and may significantly impact the performance of cantrol as shown in more recent
publications [6, 29, 30].

This work also points out that the the link capacity constra only a necessary condition
to realizable rate allocations. The link capacity constraiiggests that the sum of the transmission
rates in a contention domain should not exceed the link ¢gpadecause they have to share the
common channel. A rate allocation that satisfies the canstisanot realizable if the contention
graph contains a hole with an odd number of vertices. If alyiagperfect, the constraint then
becomes the sufficient condition to realizable rate aliooat The authors note that identifying
whether a graph is perfect requires global topology infdiomaof the network, which is imprac-
tical for designing distributed algorithms. The capacityalique is decreased by some fraction
in the proposed optimization problem in order to guararieestheduling feasibility of a rate al-

location. Our dissertation focuses on proposing a moreratemodel of wireless mesh networks

L\We will further discuss the.concept of maximal clique andteation graph in the following chapter.
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and evaluating the performance of the proposed rate cantpractice. We assume that the con-
tention graph in our network is perfect and decrease thei€lzppacity in our implementation
when necessary.

Taking a similar convex optimization approach, differeatdmpositions have lead to nu-
merous models during the past few years. Representative wcltkdes cross-layer congestion
control, routing and scheduling design [31], jointly opdéihtongestion control and routing [32],
and joint congestion control and physical layer power cri83].

The strengths of these approaches are their systematiodutigy and provable perfor-
mance guarantees. These guarantees, however, only apptytirds conditions of the formulation
are satisfied, or when the resulting distributed algoriteroleéarly implementable. Unfortunately,
the simplifications needed to make such formulations tkdetare often either over-simplified
from practical conditions or too strong to admit practiecapiementations. Moreover, while much
of the published work in this category focuses on correatpesofs of the resulting algorithms,
the question of whether practical implementations exust datisfy the conditions for these proofs
is not adequately addressed; convincing experimentaltssemonstrating the practicality of the
theory are absent. This dissertation contributes valuialsights with experimental results from
practical wireless mesh networks.

As a preliminary effort to overcome the above pitfalls, therkypresented in [34] addresses
those practical challenges and reports experimentaltsssam a real network. As a workaround
to enumerating maximal cliques in a contention graph, wisé&mown to be NP-hard, the proposed
protocol simply assigns nodes within two hops to the sangieli This is an overly conservative
design. In order to guarantee that every node in a cliqueattae same view of the clique size
and membership, link declaration messages are sent ovaaseghannels and are forwarded over
three hops. As an effort to reduce bandwidth consumptiow, fides are aggregated in batches
and exchanged less frequently. Despite the efforts in thigieafcy considerations, the protocol
may take over 20 seconds to converge in simple static topsotnfortunately, this convergence

rate is un-acceptable for practical networks.
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Chapter 3

Challenges in Multi-Hop Wireless Communications

We first look at the complications that occur in wireless sraissions. In this section
we use a simple example to demonstrate why reliable wird¢tassmissions are problematic in

wireless mesh networks.

We first explain three import ranges in wireless transmissittansmission rangecarrier
sense rangeandinterference rangeAs depicted in Figure 3.1, the transmission range ideastifie
the distance within which nodes can successfully receigedmeode frames from a transmitting
node if there is no interference from other sources. Mangarh works over-simplify the trans-
mission range as a circular area centered at the transgnittde. In practice, the transmission
range varies in different directions, typically affectedhysical obstacles and interference, and
generally takes an irregular shape. The carrier sense ratigerange within which a transmitting
node triggers carrier sense detection. This range is ysdatermined by the antenna sensitivity
(physical capability) and a human-set threshold, abovehvtiie carrier is considered busy. The
IEEE 802.11 MAC regulates that a node can only transmit wheerises a clear carrier (wireless
channel). The interference range is the range within whigklated signals become strong enough
such that a receiving node cannot distinguish its desigguhsifrom noise, and thus suffers frame
loss. The carrier sense range is usually larger than trassmirange [35, 36]. The relationship
between the transmission range and the interference radgéarmined by the transmitting power,
the distance and physical condition between the commungcabdes, and the antenna sensitivity
at receiving nodes. In many situations the interferencgeaslarger than transmission range, and

the power.level.needed forinterrupting a transmission ishmemaller than that of successfully
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delivering a packet [35].

d: Distance between transmitter and receiver
Res: Carrier sense range

R« Transmission range

Ri: Interference range

Figure 3.1: Three important ranges in wireless transnmssio

The IEEE 802.11 MAC resolves collisions in wireless trarssiuns via a Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) mechanisBach node senses the carrier
before any transmission attempts. A node only transmitseifcarrier remains clear over a period
of time. The IEEE 802.11 MAC enforces randomness in the durdhat nodes must wait before
each transmission to avoid collisions between concurr@mies sensing. The optional Request To
Send, Clear To Send (RTS/CTS) message exchange procesgisstisi further prevent collisions
incurred by hidden terminals [35]. After sensing a cleanmtt®, a transmitting node sends an RTS
message to the receiving node, declaring its intentionatasinit a frame. With CTS, a receiving
node grants the sending node the right to transmit, and mipbcitly notifies neighboring nodes
of the coming data transmission.

Figure 3.2 demonstrates several cases where collisiotertoon, and interference affect
frame transmissions in multi-hop wireless mesh networkssufne each node has a transmission

range,of.150m.and.an interference and carrier sensing des@i250m. Nodes are 100m away
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Interference range of node 2: 250m Carrier sense range of node 4: 250m

7 - ’\\Transmi§i9n range of node 4: 150m T~

Figure 3.2: Problems in wireless transmissions

from each other.

1. One-hop case: suppose both node 1 and node 2 want to ttdrzsnmes at the same moment.
Their transmissions collide if both nodes transmit withany regulation. If they use the
CSMA/CA mechanism in IEEE 802.11 MAC to resolve collisionsytis@are the channel,

and each of them receives approximately half of the bandiwidt

2. Two-hop case: suppose node 1 intends to send packets ¢o3naid node 2. With only
one radio, node 2 cannot receive and send frames simultgliyedthe transmission from
node 1 to 2 and from node 2 to 3 have to contend for the sharedess medium, and their

achievable bandwidth is halved.

3. Three-hop case: suppose node 1 wants to send packetsatd nginode 2 and 3. Concur-
rent transmission from node 3 to node 4 may completely orgdgrtollide with those from
node 1 to node 2 at node 2. Some protocols constrain node 3rfamismitting concurrently
with node 1 to avoid collisions, and nodes can only achiewetbind of the total bandwidth

of the wireless channel.

4. Four-hop case: hidden terminal effect. Assume node 1sgesckets to node 5 along a path
through node 2, 3, and 4. Node 4 becomes a hidden terminalriertrissions from node 1
to 2 in the sense that node 1 does not realize the presenamsifrtissions from node 4 since

itis,out.of the sensingftange of node 1. As a consequencentiasions originating at node
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1 may be corrupted at node 2 by transmissions from node 4 jvigiwithin the interference

range of node 2. Nodes can only attain one fourth of the badittivaif the wireless channel.

In practice, network environments become far more comjgat#éhan scenarios in Figure
3.2. Rather than a simple chain topology, nodes are more likdbe deployed in a grid or mesh
form, which makes transmissions more prone to contentiahimierference. Because they are
exposed in the open air, wireless transmissions are alswrable to external inference such as
signals from a cordless phone or other running wireless orissy or temporal interruptions from
moving obstacles such as humans and vehicles. Such fagtat$d a highly dynamic and unpre-
dictable environment for wireless transmissions, andiagmt challenges to protocol designs for

wireless mesh networks.
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Chapter 4

Modeling Wireless Mesh Networks

In this section we synthesize models used for optimizing rigie control for mesh net-
works. Among research using the optimization-based approaany models have been proposed
to characterize fair resource allocation for mesh netwoH®wever, there is no work discussing
when one model is preferable over the other. This sectiomsanes major components in model-
ing wireless mesh networks and discusses their tradeadfehE purpose of designing rate control
algorithms, a model needs to determine 1) how competingmnégsions share the common wire-
less channel; 2) the objective of an optimization problend @) how to choose the basic units that

participate in the rate allocation.

4.1 Resource Constraints

Resource constraints impose boundaries to transmissies satthat the rate allocation derived
using the model is realizable in practice. Given a singlaegmaission, the feasible rate should
be non-negative and no greater than the link capacity, wisiarsually normalized to 1 in the
modeling. As typical wireless mesh networks consist of aigrof nodes, resource constraints
are usually characterized by a set of neighboring transomsswhich exclusively compete for the
shared wireless channel. Intuitively, the sum of the trassion rates should not exceed the link
capacity.

Two transmissions could compete with each other on eitreesémding or the receiving
side. Transmissions that compete on the sending side asideoed to be contending with each

other,while those that.compete on the receiving side aageteas interfering with each other. In
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the IEEE 802.11 MAC, transmissions with senders within easense range exclusively contend
for the shared channel. As a result, the sum of their senditesrshould not exceed 1. On
the receiving side, two transmissions interfere with eattfeoif frames from one corrupt the

reception of another. Channel-based models and graph-basdels are two major approaches in

the literature to characterize the behaviors of concutransmissions for this purpose [37].

Channel-based models typically use the signal-to-intenfeg-plus-noise ratio (SINR) to
determine whether a transmission will succeed or not [38]nafle can successfully decode a
received frame if the;% at the receiving moment is above some certain thresholdrexé N
stand for the power level of the signal, interference, arekgound noise respectively. However,
channel-based models are considered to be intractableobycpt designers because of the math-
ematical complications [39]. Moreover, most commodityel@ss cards do not provide statistics

about SINR, making it difficult to collect the desired infortiaa in practice.

In this dissertation, we consider graph-based models, ramgiigate methods to improve
their accuracy so that protocol designers can derive padatate control algorithms for wireless
mesh networks. Existing graph-based models conservativiracterize interference as a binary
effect [28, 37]. Under this model, an interfering transnusesis assumed to corrupt all of the
frames received at a remote node, while non-interferingeadhve no effect. Binary interference
is represented in a contention graph by simply treatingdba$ention, that is, if one link interferes

with another, neither may send at the same time.

To illustrate how the binary interference model derive®uese constraints, it is useful to
consider an example. Fig. 4.1 shows a sample network topottemoting active transmissions,
transmission ranges, carrier sense ranges, and intecéeranges. A contention graph transforms
this representation of a network into a new graph that remteshe contention and interference
constraints [40, 28]. Fig. 4.2 shows a contention graph fgr B.1. Vertices in the contention
graph correspond to wireless links, and an edge betweennk®ihdicates that the links cannot

be active at the same time, due to contention or interference
Once.a.contention.graph is created, resource constraimisecdetermined using maximal
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Link 1 /Y Link2 Link 3
A &/ ¢ T
Transmission

range Interference range

‘ [ -
[ |

Carrier sense
range

Link 4

!

Figure 4.1: A network topology graph.

Constraints:

S, ts,<c,
S;+5,<¢C,

S, +5;<C4

Clique 2

Figure 4.2: A contention graph for the sample network togglfbinary interference model)

cliques. Any pair of links in the same maximal clique is ptotad from transmitting concurrently
in order to avoid collisions. Thus, for each clique there i®source constraint, in terms of air
time, represented by the clique capacity. Fig. 4.2 showeetimaximal cliques for our sample
network, with corresponding resource constraints, wiseigthe sending rate of link andc; is
the capacity of cliqug. Clique capacities and rates are typically normalized tolaevhetween
zero and one. Clique capacities are usually between 0.8 &ndépending on the efficiency of the
MAC protocol.

In Fig. 4.2, links belong to the same clique either becauseoafention or interference.
Link 1 and link 2 belong to clique 1 because node B cannot seddr@ceive at the same time.
Link 2 and link 3 belong to clique 2 because signals from nodedy completely corrupt those
from node B to node C given the binary interference model.eNo@nd E are within carrier sense
range, and thus link 3 and link 4 belong to a same clique.

The binary interference model is widely critiqued for itseoxconservative scheme. Con-

current.transmissions that.could have been allowed aralpteth in the model, causing the net-
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work to be under-utilized. A recent measurement study tevibat interference is typical and
partial [6]. This means that transmissions from an interfering nodg corrupt only a fraction
of the packets received at a remote node. As we will demdestidollowing sections, modeling
interference as contention results in a misleading opaton problem, where capacity may be

wasted and actual receiving rates may be far from fair.

In addition to the over-conservative scheme, the binamriatence model requires enu-
merating maximal cliques in a given graph, which is a welbkn NP-hard problem. Particularly,
it is extremely difficult to even approximate the maximagcies in dense graphs. With the binary
interference model, links within interference range ofreather cannot be active concurrently. As
a result, the contention graph might be dense, becauserthgie be a large number of interferers
to a remote node. Existing graph-based proposals adopbépyations in deriving distributed rate
control algorithms. The work presented in [34] assignsdinkthin two hops to the same clique,
however this is a very conservative scheme and the comntionicaverhead and delay in forward-
ing control information might be significant. Other workseube perceived level of collisions in
the neighborhood as a indication to the saturation of cl@ppacity [40, 28], however they require

modifying underlying link layer protocols.

4.2 Objective Functions

The objective function of an optimization problem measuhesperformance of a network given
choices of rate allocations. Typical objective functioeslsto maximize the overall utility in the
network. The higher the overall utility, the better a rate@dtion is. A typical objective function

looks like

maxf(s) = 5 wiU(s).
leL

wheres is the vector of sending rates for links,is the set of links in the network, and is the

utility. function. \Wireless links are basic units in this ebfive function. Alternatively, we can
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define an objective function as

maxf(s) = ertU (),
te

wheres is the vector of source rates for flows, amds the set of flows in the network. The
basic units become transport-layer flows in this case. Widwvther contrast the choices between
link-based and flow-based formulations in the following-selation.

In general, the overall utility is the weighted sum of theindbal utility of basic units that
participate in the rate allocation in the network. Utilitynictions are usually defined over the trans-
mission rates allocated to the basic units to quantify theppiness” given a rate allocation. The
weights provide the flexibility of treating units differéyptaccording to certain criteria, however
many research works simply consider all the basic unitslggaad use a global weight of 1. In
this dissertation, we set transmission weights for ead¢hdgual to the number of flows traversing
the link. This approximates a flow-based rate allocationlinkebased problem.

In addition to maximizing the overall utility, an optimizah problem should also maintain
a sense of fairness between competing basic units. Howtineee is a tradeoff between utility
and fairness. Should the fairness be ignored, the maximadatwitility could be achieved by
simply assigning all the air time to those basic units withhleist rates, but paying the price of
starving those slower units. Some units may have to lower thtes in order to be fair with other
competing units. Unfortunately, determining the fairnisss non-trivial job. Interesting questions
include: 1) Should we keep the absolute equality betweerpeting units as the topmost criteria,
or allow some extent of unfairness as long as its for the gdaldeooverall utility? 2) If we seek
absolute fairness, how much is the overall utility sacrdize3) Under what scenarios should a
unit lower its rate? and 4) How much it should lower the ratesi€essary. The answer to the first
guestion is determined by the subjective goal of an optitiimgproblem, but we need systematic
methods to seek answers for the rest questions.

An optimization problem uses a specific definition of theitytiflunction to achieve some
desired attribute of fairness. The mapping between thenaltiges of fairness and their correspond-

ing utility functions.is.well.established in the literatuguch as the work presented in [22, 23].
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Explicitly, the utility functions are defined as

logx ifa=1
fa(X) = (4.1)
(1—a) x=%  otherwise.

We can achieve proportional fairness wies 1, or max-min fairness whem — . By intuition,
max-min fairness seeks the absolute fairness between ¢mgpEsic units. From the above
definition we can see that even a minor difference in the atext rate will lead to enormous
changes in the utility when takes a large value. In contrast to max-min fairness, ptapwi
fairness emphasizes maximizing the overall utility. ThgIpform of the utility function suggests
that increasing the rate of a basic unit from an nearly-sthrate gains more than increasing that
from an already high enough rate in terms of the utilities.e Toptimal” rate allocation of an
optimization problem varies according to the specific tafgieness sought.

With the binary interference model, the utility functione @efined over theendingrates
of the basic units. This is because both the sending and ¢kes/neg side of a transmission have to
be interference and contention free according to the maael the rates are the same on the two
sides if we also ignore the inherent loss of wireless trassimins. As we have briefly pointed out,
the impact of interference is partial in practice, and theenéng rate of a transmission could be
significantly lower than its sending rate as a result. With plartial interference model proposed

in this dissertation, the utility functions should be basadhereceivingrates of the basic units.

4.3 Basic Units in Resource Allocation

In an optimization problem, the rate allocation could bedrarted either over wireless links or
transport-layer flows. A wireless link is a unidirectionahsler-receiver pair of nodes in a wireless
mesh network. A transport layer flow may cross multiple véissl links from the source to the
destination, while a wireless link may have a few traversiogs. Both link-based and flow-based
formulations are commonly adopted in the literature. Flmaged formulations correlate more

closely, to user perceived.experience, and are more fawiabinost modeling scenarios than
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The set of vertices (nodes) in the network.
The set of wireless links in the network.
The sending rate of link

The receiving rate of link.

d The delivery ratio of linK.

A The vector of interference factors in the network, whereas
a; represents the interference factor of linknterfering
with link I.

[(1) | The set of wireless links that interfere with lihk

F(l) | The set of links that link interferes with.

wir<

—_

C The set of maximal cliques in the contention graph.

L(j) | The setof links in maximal cliqué.

Cj The effective capacity of maximal clique Typical values
are around 0.85, minimizing the chances of transmission
collisions.

C(l) | The set of maximal cliques that contain lihk

T The set of transport-layer flows in the network.

T(l) | The set of flows traversing link

.. | The source rate of flow

The end receiving rate of flowv

The sending rate of flowat hopi.

rf The receiving rate of flow at hopi.

h(t) | The length of flowt in hops.

k(l,t) | Hopk of flow t, corresponding with link.
-) | The utility function for each link or flow.
W The weight for linkl.

W The weight for flont.

Table 4.1: Notations used in the formulation

link-based formulations. However, little work in the lisgure discusses their intrinsic differences
and scenarios where one is more favorable than anotherisisubsection, we use two example
formulations to unveil the reasons behind their differemcEor ease of our discussion, we first

define important notations in Table 4.1.

In our comparison, we consider the problem of maximizingsiine of utilities,U (-), over
all the basic units in a wireless mesh network, with constsaiypically imposed by link capacities.
For.simplicity,,we use.the binary interference model in gestion.
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The typical form of a link-based optimization problem lodike:

A : maximize z wU(s) (4.2)
lel
subject to:
s >0Vl eL, (4.3)
Y s<lvjeC. (4.4)
leL(j)

This problem seeks to maximize the sum of all link utilitieghe network, with constraint
(4.4) regulating that the sum of the link rates within a cégghould not exceed its capacity. For
simplicity, we use a capacity of 1. Constraint (4.3) simplyss¢hat link rates should be non-

negative. Problem assumes that links have infinite backlogs.

The typical form of a flow-based optimization problem looike1

F : maximize ZWtU(%rc) (4.5)
te
subject to:
s>0VieT,Vlel, (4.6)
> §<LvjeC, 4.7)
leL(j)ieT(l)
Sy =rvteT,1<i<h(t)-1 (4.8)

Constraint(4-7).requires that the overall flow rates in audighould not exceed its capacity.
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Note that a link’s rate is equal to the sum rate of its travey$iows, so we have

s= Y 5 (4.9)
i€t ()
wheres{ is flow i’s rate at linkl, andT(l) is the set of traversing flows at link With Eq.(4.9),
we can cast constraint (4.7) into the same form as consii@iht. This makes sense in that the
sum of wireless transmissions in a clique should not exceedapacity no matter whether the

optimization problem is link-based or flow-based.

ProblemF has more constraints than problémProblemF breaks the rate of a flohinto a
set of rates at each hop on the flow’s path. Constraint (4.&dessary for a feasible rate allocation
by requiring that a flow is transmitted at the same rate agé@dsived at each intermediate nodes

on the flow’s path.

The set of feasible solutions to the probl&nms a subset to that of probleA. A feasible
solution toA satisfies constraint (4.4), and thus constraint (4.7), bthecessarily (4.8). On the
other hand, a feasible solutionfamust also be a feasible solutionAg because the solution must
satisfy constraints (4.7) and (4.8), and thus satisfy (AMg can easily construct a rate allocation

that satisfie®\ but notF by assigning different rates to a flow at separate hops.

The objective function of probler and problent are the same if flows in the network are
disjoint. Disjoint flows do not share any common links, and #uggests that an active link only
has a single traversing flow. If we assume that all links hamescapacities, then maximizing a
link’s rate is equal to maximizing a traversing flow’s ratédnelsolutions to both problems are also

the same.

If flows are joint in the network, problerA andF have different objective functionsA
maximizes the overall utility over all links in the netwonkhile F maximizes the overall utility
over all transport-layer flows in the network. This diffecensuggests that the two models use
different criteria in measuring the performance of a nekwés we will demonstrate lateA may

starve . some flows.inorderto have the network better utiliieel behavior of which may appear
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to be unfair fromF’s perspective.

ProblemA seeks to maximize the overall network utility. Problémonly considers link
rates, and prevents under-utilized links. As a resultystgrsome flow in the network won't affect
the problem performance as long as the links are occupieaime ©ther flows. This attribute,
however, may cause unrealizable rate allocations in me&ctir unfairness between flows in the
network. In the following discussions, we will use two exdegxo further demonstrate these two

problems with link-based optimization problems.

ProblemF aims to maximize the sum of flow utility in the network. As coaned to
problemA, F cares more about the user-perceived network performarcaubke flow rates are
closely correlated to user’s experience. If flows are jainthie networkF will increase a flow’s
rate only when 1) there is extra capacity available on the'$l@ath so that no other flow’s rate
needs to be decreased, or 2) the benefit of increasing a flat®'ssrmore than the loss of decreasing
the rate of another joint flow. The utility function takes g(9g form for proportional fairness. The
rate of change in the utility decreases as the flow rate iseseaDecreasing the rate of a fast
flow and increasing the rate of a slow flow might increase trexall/flow utility in the network.

F avoids starving flows, because a flow’s utility approachegtiee infinity as its rate becomes

Z€ero.

We can also combine problesd and F by usingA’s objective function withF’s con-
straints. The optimization problem of this combinatioroadeeks to maximize the overall network
utility, but with constraints for realizable flow rates irethroblem solution. However, the objective
function also ignores flow rates. As a result, some flows midlybst starved in the optimal rate

allocation of the problem.

We now use two network topologies, illustrated in Fig. 43ad 4.4(a), as examples to
our discussions above. In both topologies, there are twks lwith two flows traversing them.
Along with the network topologies, we also present the mobtolutions for the topology when

using problemA, problemA'’s objective function withH-’s constraints, and problemrespectively.

For.ease of.ourdiscussions, we treat all the basic unitslgdyaassigning their weights,
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(c) The optimal solution for proble con- (d) The optimal solution for probler.
strained by realizable flow rates.

Figure 4.3: Example network topology 1

w; or w, to 1 in problemA andF. We use proportional fairness, and the utility functionesla
log(-) form. We assume that a wireless link equally splits its ated bandwidth over its traversing
flows. We also assume that all links have an identical capatit, and cliques have a capacity of
1 as well. Link and flow rates are presented in terms of the abred rate as compared to the link
capacity.

For the network presented in Fig. 4.3(a), probldmassigns both link 1 and 2 with a rate
of 0.5 in the optimal solution. This is because the two linkarwot be active concurrently as they
share the node in the middle of the topology. With this optis@ution, the network is fully
utilized and the two links are treated equally. Note thagnores the flow information, and that’s

why we use dotted arrows for flows in Fig. 4.3(b) and 4.3(c).

The optimal solution fronA causes un-used link capacity at link 2 in practideassumes
infinite backlogs for all links, however this is not true iretexample network. The optimal solution
assigns link 1 with a rate of 0.5, suggesting that both flowd Z2have a rate of 0.25. In practice,
the second hop of flow 2 is not able to send faster than it reseso the actual rate for link 2 is

0.25 as well, even though we use problém
Fig..4:3(c).presents.the optimal solution when we use theatibp function ofA with
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(c) The optimal solution for proble con- (d) The optimal solution for probler.
strained by realizable flow rates.

Figure 4.4: Example network topology 2

constraints ofF. Both links still have the same rate of 0.5 so that the netwsrkully utilized,
which is the very objective oA. With F's constraints, the second hop of flow 2 has to send at the
same rate as it receives. As a result, flow 1 is starved, andigets all the capacity. If flow 1 is
assigned with any fraction of link 1’s capacity, link 2 has®under-utilized because the first hop
of flow 2 gets a rate of less than 0.5. Note again, starving afow't hurt A’s performance as

long as the link capacity is filled with some other flows.

As illustrated in Fig. 4.3(d), problera assign% of the link capacity to flow 1, ané to
flow 2. Given this solution, link 1 gets a rate §),fand link 2 get§4. In this network, the two hops
of flow 2 and flow 1 have to share the total link capacity of 1. Sohaves? + <5+ st = 1. The two
hops of flow 2 must transmit at the same rate, spi2s! = 1, and thuss! = 1 2s2. Note thatF
seeks to maximize the overall flow utility. Given proporiabfairness, it's easy to see tHatooks
for the solution that maximizes the productspfands?, which iss?(1— 2s?). We can obtain the

solution by making the derivative of the term equal to 0.

We present the second example in Fig. 4.4(a). Similar to teedkample, the optimal
solutions with different optimization problems are illteged in Fig. 4.4(b), 4.4(c), and 4.4(d)

respectively.
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ProblemA causes packet drops for flow 2 in practice. The first hop of flose2ds at a
rate of 0.5 on link 1, however, its second hop can only send2& Because both flows have to
share link 2, which is assigned with a rate of 0.5 in the opitsoéution. Flow 2's packets will be
dropped at the node in the middle.

The optimal solutions presented in Fig. 4.4(c) and 4.4(dpfiothe similar idea as dis-
cussed in the first example.

In most scenarios, problef generates a more favorable fair rate allocation tAatoes,
in terms of both realizable flow rates and fairness. Consideta&ork similar to Fig. 4.3(b), but
with flow 1 spanning only link 1, and two one-hop flows 2 and 3rsttalink 2. A will still assign
both links with a rate of 0.5 in the optimal solution. Howevow 2 and 3 have to share the same
fraction of capacity, 0.5, as flow 1. This allocation is untaiflow 2 and 3, and the situation could
become arbitrarily worse given more flows sharing link 2.

On the other hand, proble is usually limited more by complexities in modeling as
compared tdA. Protocol designers would like to have optimization protdethat are convex, so
that standard techniques can be applied to derive distdbaltgorithms [41]. Flow-based prob-
lems usually run into more constraints as compared to ledeld formulations, and thus could
bear complexities that make the problem non-convex. Weshibw later in this dissertation that
flow-based models lead to non-convex problems if partiarfetence is incorporated. Protocol
designers have to use approximations to solve non-comaxgms, the solutions of which may
not be as straightforward or efficient as they would be in-liased formulations.

Despite the disadvantages, allocating based on links maydferable in some situations,
such as when opportunistic routing causes several pathesuedd simultaneously [42]. In oppor-
tunistic routing, packets of a flow may take different routegards the destination as the next-hop
receiver is opportunistically determined. It is difficudt¢onstruct a flow-based optimization prob-

lem when each packet may take a different path.
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Chapter 5

Partial Interference Model

We present our partial interference model in this sectione proposed model promotes
more accurate optimal rate control designs than the bimdeyference mode in the sense that it
incorporates the impact of partial interference, whichrsvplent in wireless mesh networks. In
the proposed model, an interfering node may corrupt a traaf the frames received at a remote
node. Partial interference is not represented in the ctintegraph, but is instead represented
in a directional interference map and incorporated as aitiadal constraint or as part of the
objective function. Similar to discussing the binary iféeence model, we now present the partial
interference model from the perspectives of resource waingt, objective functions, and link-

based vs. flow-based formulations.

5.1 Resource Constraints

To model partial interference accurately, we separatescaioin constraints from interference con-
straints. Contention is represented as an undirected edigedretwo vertices (links), and interfer-
ence is modeled as a directional edge from the interferimigtb the receiving link that is affected
by the interference. The modified contention graph cornedpg to Fig. 4.1 is shown in Fig.
5.1. Maximal cliques are then determined as before. Clignstcaints, as shown in the figure for
Clique 1 and Clique 2, are the same as in the binary interfen@ock|, but the constraint between
links 2 and 3 is modeled separately.

Interference relationships impose constraints on theiviacerates, as illustrated in the

figurewherer is the effective receiving rate of link 5 is the sending rate of link, d; is the
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( : ) ( : ) ‘ Constraints:
‘u. S1+8,;5¢,
Clique 4 “"“,.“ o ry=s,d,(1—ays,)

Clique 2

Figure 5.1: A contention graph for the sample network togpl(partial interference model)

inherent loss of the link (e.g. due to obstacles or noise),tha term(1— & s) is the loss due to
interference from an interfering nodeThis constraint is taken from a recent measurement study
of wireless mesh networks showing that partial interfeeszan be modeled as a linear function [6].
The interference factaw; represents the degree of partial interference inflictechiyiiterferer.

Itis in the range X g; < 1, and is unidirectional, meaning that may be significantly different
from a;. Interfering factors can be experimentally measured betvemy pair of links in a network

by methods suggested in [6, 29], constructing an interfaxenap for the network. A study shows
that interfering transmissions are independent of eackrodimd the joint impact of interferers to a

receiving node is merely the product of their isolated imp$g].

The partial interference model is less conservative thharagraph-based approaches be-
cause more links are assumed to transmit concurrently.Xaongle, consider links 2 and 3 in Fig.
5.1, and suppose link 3 corrupts 40% of packets receivedlali If both links transmit at the
clique capacity 1, then the sum of their effective receiviatgs becomes-t (1—-0.4) = 1.6. In
the binary interference model, these links would not be abteansmit at the same time because
they would be considered to be in the same clique, resultirgtotal effective receiving rate of 1.

The partial interference model thus allows for significauhiigher utilization of the network.

It is important to recognize that even complete interfeestennot properly be modeled as
contention. That is, a linkwill not become a contender to a remote linkven if the interference
factorg; = 1. Consider again the relationship between links 2 and 3 in3=lg Supposes, = 1.

If interference.is.modeled.as.contention, then both linkktreinsmit at a rate of 0.5. However, the
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total effective receiving rate will be,+r3z = (0.5)(0.5) +0.5= 0.75. With the partial interference
model, it is easy to see that link 2 should send at the full regardless of link 3’s rate. If link 3
continues to send at a rate ab0then the total effective receiving rate will b&)(0.5) +- 0.5 = 1.

Thus the partial interference model will result in highdhityt

5.2 Objective Functions

When modeling partial interference, it is more accurate tintipe over receiving rates, because
the sending and the receiving rates may be significantlgifft. Based on a recent study [6], we

can model the receiving rate of a link by multiplying the wmdual interference factors:

n=ds [] (1-as). (5.1)
iel(l)

For link-based formulations, the objective function beesm

f(r) =73 wu(n),
el

wherer is the set of effective link receiving rates. For flow-basedhfulations, the objective

function is

f (rgnd) = teZF wU (rtend)7

wherer!_,is the receiving rate at the end of the flow. We will furtheratiss the calculation of
rt,qin a following subsection.

The multiplicative term that arises when modeling the dffgcoverall interference on a
receiver may make the optimization problem non-convexiifsging well-established techniques
in solving convex problems. We will show in subsequent disans that a link-based formulation
that incorporates partial interference is still a convesiabem if proportional fairness is used. We
will also demonstrate that flow-based formulations losér tbenvexity when considering partial

interference:
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We are thus faced with a tradeoff between convexity and acguwvhen modeling partial
interference. A flow-based formulation achieves realieaate allocations, with a sense of fairness
that is more closely correlated to user experience in a rétviooit at a price of losing convexity
in the optimization problem. A link-based formulation, dretother hand, can be convex, but the
derived rate allocations may not be realizable for a set @fidJaand may give users a sense of
unfairness, especially when several flows traverse the dakén the network, or when some

flows have more hops than others.

5.3 Link-Based Problem Formulation

We consider the problem of finding an optimal rate allocatioat maximizes the sum of link
utilities in a wireless mesh network, which consists of alseff stationary links. We use the

following assumptions in our formulation.

e Contention between links is binary (either fully contendorgnot at all) and symmetric.
Existing work suggests that the contention between neigidpransmissions is asymmetric
and time varying [6]. We focus on exploring the impact of f@rinterference to optimal
rate control in this dissertation, and leave the more ateumadeling of contention in future

research work.

e Links have infinite backlog of frames to send. We addresstbaarios when links do not

have enough frames to send in the implementation of the geapalgorithms.

e The impact of interference from links are independent anear with respect to the inter-

ferer's sending rate, as described in (5.1).

Given a contention graph with maximal cliguesnd an interference maj the optimiza-
tion problem maximizes the sum of link utilities, which atsétions of linkreceivingrates, in a
wireless mesh network:

P: msaxf(r) = gLWlU (r) (5.2)
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subject to:

§>0,VleL, (5.3)
rn=ds |_| (1-as), vl €L, (5.4)
iel(l)
> s<cj VjeC. (5.5)
leL(j)

We assume the utility functiod of a link is continuously differentiable, strictly concavaono-
tonically increasing, and approaches negative infinityhasargument approaches zero from the

right.

ProblemP is non-convex because of the multiplicative term in comstrg.4). However,
the problem can be reformulated by substituting (5.4) inedbjective function. Depending on
the utility function, the problem may or may not be convexwv#f seek to maximize network utility
while maintaining proportional fairness, then welst) = In(-), and the problem is convex. The

objective function becomes

f(s) = EL\M (Ins+|nd|+ z In(l—a"s)). (5.6)
13 i

i€n)

Note that the terms can be reordered and that maximizing (fv&s the same optimal rates
whether or not the delivery ratic are considered, so that the objective function may be re-

formulated as

f'(s) = zw| (Ina + 2 In(l—a“a)>. (5.7)
leL i )

iek(l
This suggests that the explicit values thiare irrelevant to the optimal rates of the given optimiza-

tion problems. Thus, we can reformulate problems a convex problei®

P’ maxf’(s) (5.8)
37

www.manaraa.com



subject to:

§>0,Vlel, (5.9)

> s<g¢jVjeC (5.10)
leL(j)

Each linkl is associated with a weight, in the formulation. As we have discussed in
the previous section, link-based models may generate Hatatons that are not realizable . In
chapter 7, we will demonstrate how to use link weights to eahirealizable rate allocations for

traversing flows.

5.4 Non-Convexity in the Flow-Based Formulation

The flow-based formulation differs from the link-based fatation in that it maximizes end re-
ceiving rates of multi-hop transport-layer flows, whereyotiile source link of each flow has an
infinite backlog.

The optimization problem for this formulation is

Q- maxf(r) = ervtu(rtend) (5.11)
te
subject to:
4>0vteT, k=1,...,h(t), (5.12)
S =r,VteT, k=2,...,h(t), (5.13)
> Y s <¢i VieC, (5.14)
leL(j)teT(l)

where eacmtk is a function of sending rates, according to (5.4).

Constraint (5:13)nakes proble@ non-convex. This constraint arises because in this
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formulation there is no longer an assumption that all linksehan infinite backlog of packets
to send, as degradation and interference at an earlier hegesdhe next hop to have less data
available to send. In order to achieve realizable rate aflons for flows, we require that a flow is
transmitted at the same rate as it is received at each hagrywosie congestion or starvation would

occur along its path.

Because this problem is non-convex, a distributed solutiay not be as straightforward or
efficient. An interesting future research work might be exiplg approaches to relax the condition

in (5.13), and thus casting the problem in a form similar t&'to

5.5 Distributed Algorithm

We derive a distributed algorithm to solve probl®mbased on the methods presented in [41]. This
problem meets Slater’s condition [43], giving us stronglifyia\We seek to solve the problem in a
distributed fashion by finding the solution to the dual udiagrangian relaxation. The Lagrangian

of problemP’ is

L(sA) = S) + ;7\ (cJ ; >
€0
= f'(s)— J;leg( s+ ZCCJ)\J

= f’(S)—ZS )\j—l-.chj)\j
eL jeC(l) JE

|
= SYas.MN+ Y cAj,
lg (s,M) jgc iAj

wherelj are Lagrange multipliers for constraints (5.5) and

9(s,A\) =wIng + wiln(1—a;5) —§ Aj. (5.15)
ieF(l) jeC(l)

Note thatg(sisA)-is.concave ing and approaches to the left and right, so that for a
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givenA there is always a unique maximizer
§(A) =argmax(s,A). (5.16)
This can easily be found by taking the derivativegafith respect tgg and setting it equal to zero:

oy A Aj. (5.17)

We can use efficient algorithms, such as Newton’s methodplie gor the optimal rates

according to (5.17). Definle(s ) such that

hs)=—— § —H ___ § A, (5.18)
S (A-ais) jeC(I)J

According to Newton’s method, we can approachver iterations by

h(s (k)
h(s (k)

s(k+1) =s(k) - (5.19)

Note that this iterative calculation is conducted withicleaode, and the CPU overhead is trivial

as compared to that incurred from exchanging the controbages over the wireless antenna.

The dual function to probler®’ is given by

Z\) = maxL(s,)\)
= max a(s,A)+ ) CjA;
AP

= Izl_ms‘axg SL,A)+ ZCJAJ
S

= AN+ > CiAj,
IeL EC
and the dual problem is
D:minZ(\) (5.20)
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subject to:

A 0.

(5.21)

We use the gradient projection method to iteratively obthemoptimalA for the problem.

From Danskin’s theorem [44], we know that
0z _ 2

o oo | PR (Ci_le%i>a>L—

S
leL(])

Using a step sizgin the negative direction of the gradient gives the algamith

Aj(k+1) = max(o,A,-(k)—v(c; -3 s7<k>>>,

where

(5.22)

(5.23)

The convergence of the algorithm is well established initbedture, even when it is asyn-

chronous [41]. Once converges to the optimal solutioN}, of the dual problem, the optimal

solution,s*, to the primal problem is given by

s* =s(A%).
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Chapter 6

Numerical Results

We seek to determine in what situations the partial interfee model outperforms binary
interference models, and by how much. We use MATLAB to nuoadly compute solutions to
the rate optimization problem for several different wisdaetworks. We use network topologies
that represent basic situations — these can be thought afilasng blocks out of which larger
topologies can be formed.

We introduce three binary interference models that we coenpéh the partial interfer-
ence (PIl) model. The interference-as-contention (IC) mogj@hces any interference mappings
with contention, no matter how small the interference faatd he interference-ignored (1) model
simply ignores any interference mappings and models oniyetion. The adaptive contention
(AC) model follows the IC model or the Il model, depending oniathmodel has higher perfor-
mance. Thus the AC model gives binary contention the benfefitsodoubt — it ignores interfer-

ence when this provides good performance and models it dsrdtmn otherwise.

6.1 Performance metric

To compare these different models, we define a performantdcrtieat is based on the objective
function of the Pl model, using receiving rates. We justifistby recognizing that receiving rates
are what ultimately matters for users of the network. Dagidihsent but is lost due to interference
is not considered useful. Thus the comparison should be betteeen the performance observed
with PI-derived receiving rates: and the receiving rate$ actually obtained by the other model

from.its.sending.rates.according to the Pl constraint on receiving rates.
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For ease of interpretation, we consider the r&iaf performance®, that is,
R=P(r*)/P(r"). (6.1)

Thus, the comparison will simply read that the Pl model oddtwens the other moddR times.

The Pl model uses proportional fairness, so that its oljedtinctior? is

fr)= S Inr. 6.2
() ng' (6.2)

However, scores obtained frofi{r) range from—c to zero, making it non-intuitive to ascertain
how significant a better score might be in comparison to aeecere. We introduce the perfor-
mance function

P(r) = &' /1L (6.3)

where|L| is the number of links in the network. Note thatfifr*) > f(r’), then clearlyP(r*) >
P(r’), maintaining the ordering of feasible rate vector®ased on the objective function scores.
Furthermore, note tha& turns out to be the geometric mean of receiving rates, whaciges
between zero and one, and is normalized with respect to zleec$ithe network. Therefore, we
study the ratidr of performances, as denoted in (6.3), between the Pl modebiwer models for

various network topologies.

6.2 Results

We consider three generic network topologies andRlfor each topology and for each contention
model being compared with the Pl model. Each topology isesgmted in the figures as a com-
bined contention graph and interference map, accordinget®t model. Clique capacities in each
topology are alc = 0.85.

In all cases, the IC model never does as well as the PI modaliseenodeling interference

LFor simplicity-purpeseswesignore link weights in this section.
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(@) | links interfering with a(b) N contenders in a clique
single link. with one interferer.

Figure 6.1: Topologies used for numerical results.

as contention is too conservative. For low values of interiee, it is better to let links send at faster
rates and suffer some packet loss. At high values of intenfas, it is better to have the interfered
link send at a faster rate than the interferer, to providéebgerformance and fairness. However,
modeling interference as contention is often better thaorigg it when interference is high. Thus
in most cases, the combined AC model follows the Il model dov Values of interference and

follows the IC model for high values of interference.

Fig. 6.1(a) shows the first topology, wherénks interfere with a single link with a common
interference factoa, but do not interfere with each other. Fig. 6.2(a), 6.2(by] 6.2(c) plotR for
this topology for the Pl model against the IC, Il, and AC modetspectively. The dotted curves
show whereR begins to be greater than one. Interestingly, the PI modetlaa 1l model perform
exactly the same for values afbelow 0.59. This is because, for low valuesapfthe cost of
interference is offset by the gain of the interferer sendinfyll capacity. Thus, both the Pl model
and the Il model calculate sending rates at full capacityetarh link. For larger values efandl,

the Pl model outperforms the binary interference modelsertizan 1.5 times.

Fig. 6.1(b) shows the second topology, where a single lirkihterference factaa on N
links that contend in a single clique. Fig. 6.3(a), 6.3(ln)d &.3(c) plotR for this topology for the
Pl model against the IC, Il, and AC models, respectively. Toited curves show whelRRbegins
to be greater than one. The Pl model starts performing bitéer the 11 model at much lower
values ofa whenN is large. This is due to the fact that the contending linkeady have small
rates as a consequence of sharing the medium. Utilitiesomreréd much more by interference

when.sending.rates.are.small. Thus, even for low values tfie Pl model does not calculate
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PI model and the AC model. The dotted
curve marks wherBbegins to be greater

(c) RatioR of performance between the
than one.

(a) RatioR of performance between tl{) RatioR of performance between the
Figure 6.2: Numerical results forinterferers on one link.

Pl model and the IC model.




(a) RatioR of performance between tl{p) RatioR of performance between the
PI model and the IC model. Pl model and the Il model. The dotted
curve marks wherRbegins to be greater

than one.

(c) RatioR of performance between the
Pl model and the AC model. The dotted
curve marks wherR begins to be greater

than one.

. ‘
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S
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Figure 6.3: Numerical results f&f contenders with one interferer.

sending rates at full capacity. However, for higher valuegsandN, the Pl model outperforms the

IC model only about 1.1 times.

To demonstrate the worth of the Pl model, we consider a tgyot@mbining features of

the first two, wherd links have a fixed interference factar= 0.4 on N links that contend in a

single clique. Fig. 6.4(a), 6.4(b), and 6.4(c) gidor this topology for the PI model against the IC,

II, and AC models, respectively. Experimental results stimavit is typical for interference factors

to range anywhere between zero and one in a real networkusitally at least one interferer on

a link having a factor of at least = 0.8, so choosinga = 0.4 in this topology is a somewhat

conservative comparison [6]. The combined effect of sévatarferers and several contenders

causes the PI model to perform significantly better than thar interference models.
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(a) RatioR of performance between tt{p) RatioR of performance between the
P1 model and the IC model. P1 model and the 1l model.

(c) RatioR of performance between the
PI model and the AC model.

Figure 6.4: Numerical results forinterferers andN contenders, witla = 0.4.
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Chapter 7

Protocol Implementation

In addition to the numerical results, we implement the ratgiol algorithms in an exper-
imental wireless mesh network and examine the protocobpmdnce. As discussed in Section
2, the practical performance of a distributed algorithm tmige significantly worse than its ex-
pected performance in the theoretic modeling. In this sactive discuss implementation details

and practical concerns when implementing the rate conlgokghms.

7.1 Implementation Goals

Various engineering approaches are available to impletherfair rate control algorithms. We use

the following criteria when making implementation deciso

e Ease of development. The protocol implementation shoddavethe ability to rapidly pro-
totype, deploy, and evaluate the fair rate control protacéls compared to a kernel-space
implementation, a user-space design is preferable bedassasier for developers to write
and manage code with less rigid programming requiremerdsaéth a wider range of de-

velopment tools at their disposal.

¢ High performance. Interference and contention interastinetween wireless transmissions
is significantly affected by transmission power and bitsatbe proposed fair rate control
should be able achieve typical high speed bit rates suppbstehe IEEE 802.11 standard
family so that the experimental results collected in thébtes settings are consistent with real
world deployment. In our experimental evaluation, the fate control algorithms should

work-when.nodes.communicate at a bit rate of 54 MBit/sec.
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o Flexibility in supported network protocols. The fair ratantrol algorithms should work with
a wide range of transport layer protocols, such as TCP var@rtiDP, and the IEEE 802.11
link layer standards to facilitate exploration of varioystions in solving the performance

problems for wireless mesh networks.

We examined toolkits in the literature that could be potdiytiadopted to implement the
rate control algorithms. The Click modular router [45] sartlee most relevant purpose, but the
methods used in the toolkit do not meet our implementatidara in terms of ease of development
and high performance. Click is able to achieve high perfogeany using its kernel module,
however this module polls devices and device drivers musnbdified to support polling. Its
user-space module, on the other hand, uses a packet cdptarg [46] that requires setting the
wireless card in the promiscuous listening mode, which iewkmto suffer from low data rates
and be susceptible to packet drops. Given these consolesative do not select Click as the
development toolkit for this dissertation.

In this dissertation, the rate control algorithms are immated as components of a user-
space toolkit called WiFu that is being developed at BYU topsupexperimental wireless trans-
port protocols. In the following sections, we first brieflgrimduce the experimental testbed setup,
and then discuss implementation details for the netwosdkietence and contention map measure-

ment and for the fair rate control algorithms.

7.2 Wireless Mesh Testbed

We build an experimental wireless mesh testbed in the caenaience department building of
BYU. The testbed consists of 28 nodes that are placed at tharfilssecond floors of the building.
Fig. 7.1 illustrates nodes on the first floor, and those on ¢oersd floor are placed to provide a
similar network topology and wireless coverage.

Each node is a desktop computer with a 2.4 GHz Pentium proceassl 767 MByte of
memory, and runs on Linux operating system. Nodes commignih each other through two

network interfaces:»a,100,MBit/sec Ethernet card and an IEEE1] a/b/g wireless card. The
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Figure 7.1: Wireless mesh testbed first floor nodes

Ethernet interface is typically used to exchange scheduthessages between a separate server

that manages the experiments and the participating mestsnod

7.3 Network Interference and Contention Map Measurement

Our network interference and contention map measurememspged by [6], however the mea-
surement steps used in the work are not applicable to ouremmgahtation. The contention map
measurement relies on frequent communications with theeeelriver. During the process of ex-
ploring a user-space approach, we also find that the broaldaasd method used in the work may
generate inaccurate results because of the significarthreft behaviors between broadcast and
unicast transmissions.
The contention map in [6] is measured using the Click moduater [45]. In particular,

the transmission feedback feature in Click provides a trasson report for each packet, such
as the transmission was ACK-ed successfully, retried to thgimum and dropped, etc. This

feature allows,each,sending node to directly measure therigsion rate using broadcast, and
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thus measure its access to the wireless medium without the ofeother receivers. If a pair of
neighboring nodes are within carrier sense range of ea@n,dtteir transmission rates should vary
from broadcasting alone to concurrently.

Our investigation also reveals that measuring the interfeg factor using broadcast may
generate inaccurate results. Wireless transmissionsre@adbast may experience significantly
different performance from unicast in throughput and padtes rate, and thus the measured
interference factor might fail to accurately reflect the aopof partial interference in experiments.
This observation may also invalidate the contention mapsoresnent in [6] if the exact value of
contention matters in a fair rate control algorithm, suchh&sone proposed in [47], because the
contention map is measured using broadcast but nodes typtoanmunicate through unicast in
the experiments. More details about our investigationsroadrcast vs. unicast will be discussed
in the chapter of experimental results.

We use unicast transmissions to measure contention be@veain of neighboring nodes,

say node A and B. The measurement is performed in four steps:

1. Sending nodes select receivers. Each sending nodessalesteiver to form two separate
unicast links, say A+C and B—D. The receivers should be chosen in a way that transmis-
sions from one sending node do not interfere with the padasption of another link. This

is to separate the impact of interference from contention.

2. Sending nodes take turns to transmit data to their regpaeiceivers using unicast at full
link capacity. Receivers calculate the transmission rat¢hé example, C calculaté&y, and

D calculatedRy,.

3. Sending nodes concurrently transmit data to their reésgeeceivers using unicast at full
link capacity. Receivers calculate the transmission rat¢hé example, C calculat&® and

D calculatesR2. The node in the superscript is the potential contendingnod

b
4. Receivers calculate the contention ratio. For node C, thinotion ratio is defined % and

D calculates the ratio a% Note, the two contention ratios could be different for asyetric
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contion. Node B contends with node A% < 1, and similarly node A contends with B if

R
Rb<1'

The above steps are repeated for each permutation of noatesrefst for contention measurement.

In this dissertation, a pair of nodes is considered to beerwhibg with each other if either
one of the contention ratios is less than 1, because thepatgrference model assumes symmet-
ric contention between a pair of neighboring nodes. For&ingesreason, the exact contention ratio
value is also ignored in the fair rate control algorithm dation. The algorithm proposed in [47]
incorporates asymmetric contention and requires the exatention ratio information.

The interference map is measured using a similar unicasbapp. However, the interfer-
ing node should be within the interference range of the veceind outside of the carrier sense
range of the sender of the interferee link. For example jgaventerferee link A+C, a interfering
node B should be within the interference range of C and bettoadarrier sense range of A to sep-
arate the impact of contention from interference. To measuerference of node B to link-AC,
node A first transmits to C at link capacity while B remaingssi| and C calculates the receiving
rate from A,Ra. In the next step, both A C and B—D transmit at link capacity concurrently, and
C calculates the receiving ral when transmissions from B are present. Node B interferes wit
link A—C if E—E < 1, and the interference factor when B transmits at full lialacity is defined

Rb
as <1 — R_Z) .

Both the contention and interference measurement methedsoasidered as user-space
approximations to the their real values. Because the coatenteasurement is examined on the
receiver’s side, it is difficult to precisely distinguishetimpact of contention from interference.
We have yet to find a more accurate way of measuring contestidhat we can determine the
exact cause of a change in the contention ratio or interéeréactor in the measurement. This
work is left as future research. In our measurement, thewercs selected as the node that is most
distant from the contending node, and the interferer isctedeas the node that is farthest from the
sending node of the interferee link.

Qur measurement,script consists of a server component¢hatsles the transmissions
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and collect results, and a client component that runs on padicipating node to receive com-
mands from the server and send back measurement resultsloths of the server and the mesh
nodes are synchronized using the NTP protocol. To minimigsible communication delays, the
server side script creates separate threads for each maéshamal adds enough cushion before the
scheduled concurrent transmissions. In order to make tlzsumement accurate, irrelevant mesh
nodes in the experimental testbed are set to non-overlg@Equencies to avoid interference. Any
process that may generate wireless traffic, such as theagoptocess that periodically broadcasts
for route updates, are terminated on the participating sitmlensure only the desired measurement
transmissions are sent out in the testbed. Measuremeiit isafenerated using UDP flows and
packets are sent as quickly as possible. Participatingshoperate at the same bit rate and power
level as they do in the experiments. The unicast packet sigetito be 1500 bytes, the same as
used in the experiments.

Similar to the approach in [6], this method requigine measurements. The measure-
ment results are saved in a text file that is loaded by nodenr Wiegfair rate controller is launched.
Recent work proposes amlineestimation of interfering factors in a wireless LAN [48]. \eus
on examining whether the proposed partial interferenceeiaelivers the expected accuracy and
benefits in practice given a pre-generated interference arapthe offline measurement suffices
for this purpose. Note that our proposed protocol can easigpt the online estimation method

given any future necessity.

7.4 Maximal Cligue Enumeration

To calculate fair rates, links need to construct their lamaitention graphs and find the maximal
cliques using the network interference and contention rulagortunately, enumerating maximal
cliques in an arbitrary graph is a well-known NP-hard problend the problem is extremely
difficult in dense graphs. With the binary interference mptlieks within interference range of

each other cannot be active concurrently. As a result, théeation graph is likely to be dense,

because there are likely.a.large number of interferers tareote node. Existing graph-based
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proposals adopt approximations by either over-conserigitassigning links within 2 hops apart to
the same maximal clique [34], or requiring major modificaido underlying link layer protocols

[40, 28].

With the partial interference model, it is viable to desidiiceent and accurate protocols
that enumerate maximal the cliques in a contention graple Wark presented in [49] suggests
that efficient algorithms exist for enumerating maximadjaks in graphs that are 1) sparse and 2)
closed under the operation of taking subgraphs. The maxtitples in the partial interference
model only consist of links with senders within the carriense range of each other. In a typical
wireless mesh network, the number of immediate contendegsite limited, and we can assume
the contention graph satisfies the above two assumptiorng tNat choosing the best clique enu-
meration algorithm and exploring efficient alternatives beyond the focus of this dissertation.
The specific algorithm adopted is decoupled from our ratd¢robprotocol. We simply choose

from existing well-established algorithms that suffice mwestigation.

For the purpose of this dissertation, we use the Bron-Ketbakyorithm [50] to calculate
all the maximal cliques that a link belongs to. This algaritkakes a link adjacency matrix as
input, and uses a recursive method, which is exponentiaktimg of the computational complexity.
However, it is efficient enough for the proposed protocotause the algorithm only needs to work
on a limited number of contenders. In subsequent discussismdemonstrate a design that further
decreases the size of the input to the algorithm. Furthexntloe algorithm is executed within each

node, and the CPU overhead is trivial as compared to the wgelemmunication overhead.

The fair rate control algorithms use a distributed protpant links populate and maintain
their local contention graphs and maximal cliques. A newdseicollects local contention infor-
mation and populates the maximal cliques in the contentraplyin three steps: 1) declares its
intention to join the network and requests a list of neiglfoom existing neighbors; 2) informs
its neighbors of its own list of neighbors; and 3) decompasasimal cliques in its neighborhood
using the information collected from step 1). The seconp st@ecessary so that existing senders

are.able toupdate theirmaximal cliques given the presefnite mew sender.
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In the first step, the new sender broadcasts to declareéstianh to join the network. The
message is broadcasted a few times to make sure every neighibode successfully receives
the message, because hidden terminals or other sourcesméiance may corrupt the message.
Upon receiving the broadcast, existing senders resporndtieir list of contending neighbors. At
this stage, existing nodes are not able to determine whioctimad cliques the new sender should
belong to. They have to wait until receiving the list of nédghs from the broadcasting node. In the
second step, the broadcasting node creates its own lishtéding neighbors using the responses
from the existing nodes, and sends the list back to the regyen Both new and existing nodes

use the same steps as described below to update their mactiguegs.

The new sender puts together the contention informationpapdilates maximal cliques
using Bron-Kerbosch algorithm. To decrease the input sizepuse nodes to represent links in
the clique decomposition. Although the maximal cliquesustidoe decomposed over contending
links, we use the sending nodes of those links and their otinterelationship as input to the
algorithm. Once the algorithm decomposes all the maximquek, we recover the cliques-of-
links from the cliques-of-nodes by replacing each sendodgrwith the set of outgoing links from
that node. This delegation is based on the observation lleatdntention between any pair of
links is an effect of their sending nodes. Modeling the cotite between links is equivalent to
modeling that of their sending nodes. A node is likely to hatéast several outgoing links in

active networks, so using nodes in the algorithm can deertb@sinput size to the algorithm.

The proposed cligue enumeration process is able to worlairtiree as compared to pre-
vious work in the literature that artificially assigns anydes within two hops to a same maximal
clique but still suffers from excessive fair rate conveiggetime [34]. Our clique enumeration code
is implemented as a function in the fair rate control proto®dth the partial interference model,
a node only initiates a new enumeration process when itveseiotification of a contender join-
ing or leaving the network. Given the benefits of communiwato a less number of contenders
rather than much more potential interferers, our protaoglémentation is able to afford frequent

message.exchanges.among contending nodes at a level of lli8@gunds, and is able to collect
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necessary information for cliqgue enumeration within a famdired milliseconds. Experimental
results show that nodes are able to converge to the optinaatas within one and half seconds,

which makes our fair rate control protocol practical to usesial networks.

7.5 User-space Development Toolkit

The rate control protocols are implemented in WiFu, a saivwaolkit that is being developed by
the Internet research lab of BYU. The toolkit provides theatality of user-space development of
rate control protocols for wireless mesh networks, prongpgasy and rapid development. WiFu
is also able to support high throughput data transmissiotiset the experimental results achieved
through the toolkit remain close to the performance in regdloyment. In a performance eval-
uation, WiFu is capable of saturating a 54 MBbit/sec wireleds The PI, IC, and Il modeling
altervatives are implemented as components in WiFu.

Wifu allows a developer to intercept packets at every nodiéhempath of a flow in wireless
mesh networks. Packet interception is achieved by usind.itmex iptables software with the
netfilter interface [51]. netfilter is a Linux kernel extension that allows applications to ricépt
packets according to a chainiptablesrules that are set by the user and specify actions to handle
them. iptables provides a feature that stores the intercepted packet te@equViFu can register
a handler for packets stored in the queue and read packetstfi® queue to apply rate control
or reliability actions, which typically include modifyintdpe header of the packet, transmitting the
packet at the desired time, or discarding the packet. Thie epacification used in our experiments

take following forms:
INPUT -i wlanO -p udp —dport 5000:5100 -j NFQUEUE —queue-rum
OUTPUT -o wlan0 -p udp —dport 5000:5100 -j NFQUEUE —queusiriu
FORWARD -i wlanO -p udp —dport 5000:5100 -j NFQUEUE —queuearil
The first rule is used to intercept UDP packets that arrivéh@ttode as their destination
via,the wlan0.interfacewhich is the wireless card intezfat our experiment setup. The dport
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option specifies that only packets of flows with the port nunfa#ls in the provided range will
be captured. This allows WiFu to only employ rate control lo@ desired set of flows. Captured
packets are added iptables queue 0, and WiFu can register an INPUT handler to retrieckaia
stored in this queue. The second rule is used to intercegemathat leave the node as their source,
and the captured packets are added to queue 1. The thircridepackets that traverse the node

as an intermediate hop on their flow path.

WiFu Toolkit
Fair rate controller
iptables queues Packet parsing Shared physical buffer
| 1 3
Transport Layer [ INPUT queve | [ INPUT handier | Data packet RN ) ] R g D) g ]
— handler | 1 | 2|2 2|2|2|2|2|2
I 1 |
Network Layer [ ¥ | OUTPUT handler | [~ -
Link Layer | | Control msg |-—Logical flow queues and flow states
handler - .
) S
Wireless Interface T Fowt . Fowz | TFows |

Flow 1 | Flow 2 | Flow 3 |

B Per-flow scheduler

Packets sent at optimal fair rates

Figure 7.2: Fair rate control implementation architecture

Fig. 7.2 presents an architectural view of the WiFu toolkid &he fair rate control algorithm
implemented as its component. WiFu registers a handlerdohiptables queue. The handler is
responsible for parsing the captured packets to retriex@ipgybacked fair rate control message
if any and recover the original IP packet. Both the data pamkdtcontrol message are then passed
to the fair rate controller. The rate controller stores thekets in a physical buffer shared by all the
traversing flows. Each flow is associated with a state stractontaining statistical information
of the flow, such as the logical flow queue length, the instadas incoming and outgoing rate
of flow packets, the calculated fair rate for the flow, etc. Boen of each flow queue length
should be less than the overall physical buffer space. The@amessage handler is the “brain”

of the rate controller lt.manages the control message egehaequence with other nodes, and
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calculates flow fair rates according to the rate control dligos, such as PlI, IC, or Il model in
this dissertation, by using the information from other roded local flow states. The per-flow

scheduler manages packet transmissions according toitmaté&of the flow.

7.6 Fair Rate Control

In order to implement practical rate control, we need to m®ers 1) what should be the weight of
link I, wi, in Eq. (5.17); 2) what to do should the infinite backlog asgtiom become invalid in
practice; and 3) how nodes exchange control messages imaly tand efficient manner.

To overcome the limitations in link-based models, as disedsn Section 4.3, we use
the number of traversing flows as the link weight. Links witloren traversing flows will have
heavier weights in the optimal rate control, and thus begassi more bandwidth. To prevent
unfairness between flows sharing the same link, each linklggdivides the assigned bandwidth
to its traversing flows. Nodes maintain soft flow-state foctetraversing flow. A flow state is
dynamically created by a node upon receiving the first paakiite flow, and purged after a period
of time without any new packets of the flow. A node also needsftorm its neighbors should a
link weight change so that the neighbors adjust the weigtarpaters in Eq. (5.19).

The assumption of an infinite backlog in link-based modelg n@t hold in practice, par-
ticularly for multi-hop flows. Even though we use link-baseddeling to achieve the desirable
convexity in the optimization problem, the protocol implkemtation implicitly bears the constraint
on realizable flow rates, i.e. Eq. (5.13). In the optimizatproblem, links should transmit at
their derived rates to calculate clique prices accordingdo (5.23). However this may not be
achievable in practice. A multi-hop flow goes through midtipodes, and an upstream node may
experience heavier contention than a downstream one, watigght not have enough flow packets
to send in this scenario. Using the calculated fair rate i ¢hse, senders may mistakenly think
that they are converging to the optimal rate and the link ciéypas well utilized. In fact, they may
send at much lower rates, and the wireless channel only eppeae well utilized, leaving idle

channel capacity.
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To deal with this problem, our protocol implementation pd@s the option to use either
the actual transmission rates, or the calculated fair ratesn calculating clique prices according
to Eg. (5.23). For multi-hop flows, the first option is suggestIf a sending node transmits at
a lower rate than expected due to insufficient packets, therate of the cligue becomes lower
than the optimal target, and the clique price becomes losugygesting all links in the clique to
increase their rates. In this way, flows with sufficient paskae able to utilize the idle channel.
However, the rate allocation is unable to converge to ther@ttarget, because there is always a
gap between the actual and the optimal transmission ratube®f the insufficient packets.

To minimize bandwidth consumption, nodes have the opti@pfmrtunistically piggyback
control messages on whichever packets that are sent to firedi@ode. A significant fraction
of the control messages can be piggybacked because a moplfidw usually has packets sent
to the upstream and downstream nodes, which are also cemtetalthe current node. When
piggybacked on a regular IP packet, the control messageeésted as a shim structure between
the IP header and the transport protocol header. For neighbth disjoint flows, control messages

are exchanged via explicit messages.

<+— 32Bits ———

Packet Protocol| Message Type
Message Length
Sender IP
Receiver IP
Sequence Number

Payload

Payload ‘

Figure 7.3: Fair rate control message format

Fig../-3.illustrates.the format of the fair rate control neggss. The packet protocol field
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saves the original content in the IP heagsatocol field, which defines the data portion of the IP
packet, such as TCP or UDP. The field in the IP header has to Ingetido indicate the fair rate
control message should it be inserted. Upon the IP packetrieved, the WiFu handler recovers
theprotocol field of the IP packet and removes the inserted fair rate obntessage according to
its message length field, which indicates the total length@tcontrol message. The message type
specifies the type of the control message. ¥isender IP, receiver P pair uniquely identifies the
link for which the control message serves. The sequence auisybsed for periodically exchanged
control messages, such as the node transmission rate spdatthat neighboring nodes update

their rates synchronously. The definition of the payloadifiglsubject to the message type.

Control Message Name Message Usage
MSG_CONTENDER_JOIN Declare contender join event
MSG_CONTENDER_LEAVE Declare contender leave event
MSG_CONTENDER_RATE Declare current node transmission rate
MSG_CONTENDER_NEIGHBORS Declare current contender list
MSG_CONTENDER_FLOWS Declare number of traversing flows
MSG_INTERFEREE_INFO Declare interferee join event
MSG_INTERFEREE_LEAVE Declare interferee leave event

Figure 7.4: Fair rate control messages

Fig. 7.4 summaries the name of the rate control messageshamdisages. The control
messages are divided in two categories: the contentiotecetaessages and the interference re-
lated messages. The contention related messages are ggdtzanong contenders. For the Pl and
Il model, the “contending nodes” include the set of nodes$ #na within carrier sense range of
each other. For the IC model, it includes nodes that arereiitiein carrier sense or interference

range,of each,other, The MSIBITERFEREE set of messages are sent from an interferee link to
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the interferer node.

MSG_CONTENDERJOIN is the first message that a node sends out once its very firs
flow starts. The node declares its intention to join the catim@ neighborhood by sending this
message, and then waits for a period of time, 200 millisesamaur experiments, for responses
from the existing contending nodes. When the waiting timarespthe node starts enumerating

the maximal cliques by using the steps described in sectin 7

MSG_.CONTENDERLEAVE is the last message that a node sends out after all fibws
terminate. Upon receiving this message, active conterrdarsve the sending node from the list
of neighbors, and initiate the contention graph updategs®cwhich consists the same steps as

the maximal enumeration sequence.

MSG_CONTENDERNEIGHBORS is used in two scenarios. Upon receiving the joinrmes
sage, existing nodes respond with the MEGNTENDERNEIGHBORS message to inform the
new node of their current list of neighbors. The new node mgsther all the neighboring infor-
mation from existing nodes and enumerates maximal cliquésa neighborhood, and then sends
outa MSGCONTENDERNEIGHBORS message to those responding nodes indicatingsthad i
neighbors of the new node. As the last step of the join eveaidtieg nodes update their maximal
cliques by using the list of neighbors from the new node. Tlessage’s payload field starts with
the number of neighbors, 32-bit, which is followed by the teless of each neighbors.

MSG_CONTENDERRATE is periodically exchanged between contending nodes tie
join process is finished. The payload field contains the trasson rate of the node. Note,
this value is the sum rate of links that originate from thigl@o This is fine because the sum
of the node transmission rates is equivalent to the sum ofitkeates in the clique. The node
transmission rate is constantly measured in WiFu by usiniidang window. A node sends a
MSG_CONTENDERRATE message every 100 milliseconds. Upon receiving theagess node
updates its clique price according to Eq. 5.23 and then hnkrétes according to Eq. 5.19.

A node sends the MSGEONTENDERFLOWS message when the number of traversing

flows.change..Because links are weighted by their number wéisang flows in the optimization
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problem. The payload field contains the number of traveriovgs of the link.

After a node finishes the join process, it sends a MBGERFEREEINFO message to its
interferers if the Pl model is used, so that the interferartstadjusting the fair rate according to
Eq. 5.17. The list of interferers is obtained from the irgeghce map file. The payload field of
the message contains the weight of the new link and the erate factor of the interferer to the

interferee link. For the similar purpose, a leaving node alBsnds a MSGNTERFEREELEAVE

message to its interferers.
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Chapter 8

Experimental Results

We use our implementation to test the performance of thea@térol algorithms in our
experimental wireless mesh network. This section disausssults and observations from our
experiments. We first measure the network interference anteotion map using the approach
proposed in [6]. We then use our fair rate control frameworkdlculate link rates using the PlI,
IC, or Il algorithms discussed 6, and control link transnaaesi according to the calculated fair

rates.

The performance of the fair rate control algorithms arewaigd in a partial-interference
and then in a contention-only topology, both of which ardding blocks for more sophisticated
scenarios. Any complex topology in practice boils down te tombination of these two basic
scenarios. For the purpose of this dissertation, we onlggonexperiments in these two toplogies
as they reveal a great deal of insights into how the rate abatgorithms perform in practice.
Engineering challenges are exposed during our experimamisare yet to be further investigated
before moving forward to explore more complex toplogies.tdile of these challenges will be

discussed in following subsections.

Overall, our experimental results show that partial irdexhce is prevalent in wireless mesh
networks, and modeling interference as contention leadgdnconservative resource allocations.
We also observe that measuring the network interferenceusiayg broadcast may lead to inac-
curate results. A unicast approach is preferrable in terfhmseasurement accuracy. We also find
that the interferee link may not be able obtain higher thiquug when the interferer link lowers its

transmission rate,due.to.a.non-linear relationship batwee two links.
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8.1 Experiment Configurations

All the nodes in the mesh network are equipped with a singléoraand operate on the IEEE
802.11 a/b/g standards [52]. This is a general enough nkteanfiguration as it represents the
most prevailing situation in practical mesh networks toddthough using multiple radios at each
node has the potential to achieve higher throughput, therpractical difficulties that arise when
attempting to assign non-interfering wireless channeisdse radios. Previous work has observed
interference between closely-located radios that openaterthogonal frequencies [53, 54], and
the degree of such interference varies over devices ofrdiffenanufactures. We only consider
IEEE 802.11 a/b/g standards, because they are the domimahess standards used in practical
mesh networks.

In order to make experimental results comparable and repkeatwe configure all nodes
in the wireless mesh network with identical settings befomrning each set of experiments. Of

particular interest to this study, we set the following paeters:

e Wireless channel number. This parameter determines thadrey at which wireless signal
is to be transmitted. Our research team collaborates oruc@mt but unrelated experiments
so that they operate at orthogonal frequencies in the n&tteoavoid undesirable interfer-
ence from each other. Experiments reported in this diggamtaun on IEEE 802.11a channel

149.

e RTS/CTS exchange sequence. RTS/CTS is originally designsalve the hidden-terminal
problem, but is known to only partially solve the problem][2d may degrade overall
throughput. As the exchange sequence may alter the intamadietween a pair of interferer

and interferee links, we set this option to be off.

e Link layer maximum retransmissions. The IEEE 802.11 linkelastandard provides the
option to retry failed transmissions at the link layer. Biapthis option may overwhelm
the impact of partial interference, which is the major foafighis research. We set the

maximum retry number to 0.
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e Channel bit-rate. The IEEE 802.11 standard family suppotkiirate transmissions. A
transmitting node can be configured to adjust its channehlét according to the varying
quality of wireless channel. In our optimization modelitige transmission rate is normal-
ized against link capacity, but altering the channel big-raay significantly change the link
capacity. We set the channel bit-rate to be fixed at 12 MBitsigéeep the link capacity
constant in the fair rate calculation. Note, our experiraalt not directly use the channel
bit-rate in actual fair rate calculation, because it inelsithe overhead of network protocols.

Rather the peak throughput of a UDP flow over the link is used.

e Node transmission power. The higher the transmission pdwgcally the further wireless
signals can propagate. There is a tradeoff, however, ingthgdhe appropriate transmission
power for a network. With higher transmission power, mordascontend with each other.
In the extreme case, all nodes in the network contend with e#fter. On the other side,
lower transmission power may generate weak signals, wrsalally causes unreliable link
quality and irreproducible experimental results. We pdeceur experiments with simple
tests to verify that the interference and contention refeinips are as planned between nodes
of interest. The transmission power for the interferer linkset to 10, which generates

significant enough interference to the interferee link,alittransmits at power level 9.

Experimental results may still vary significantly over &gons even when running under
identical network settings. This is because interferenoe fexternal and uncontrollable sources
is prevalent in the network. To offset those interferingdas, each scenario is repeated for 30 iter-
ations. As results tend to vary in some of the experimentsjseeboxplots to report distributions
of results in our disscussions. The median is drawn as a siiine in the box, and the upper
and lower boundaries are the upper and lower quartile résphc Outliners, if any, are marked
as plus signs. A result is considered to be an outliner if deexis 1.5 times of the Inter-Quartile
Range (IQR) of results from all the 30 iterations.

We use single-hop UDP flows to generate traffic load in the ixg@ats. For the purpose

of this.dissertation;, UDR.is preferred over TCP, because the dbntrol and congestion control
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mechanism of TCP may affect the behavior of link rate contOlsr experiments focus on study-
ing the fundamentals of the rate control algorithms in pcag¢iand the simple and constant rate of
UDP flows are more favorable. In our experiments, the interfand interferee link respectively
transmit a large file with the same size of 25 MBytes. The loaggmission time makes it easier
for us to study how the fair rate converges over updates.

For ease of our discussions, this section presents expaahresults that are collected
from two topologies, as shown in Fig. 8.1 and 8.14. The fingblogy is a partial interference sce-
nario, with node 25 causing interference to node 27. Themsktapology is a contention scenatrio,
with node 25 and 27 contending. Our experimental obsemstieveal the general interactions in
these two basic scenarios, and apply to any topologies daaitdimilar relationship between nodes
in the mesh network. For the partial interference scenangtopology in which the interferer link
has an interference factor of greater than 0.5 achievesasiresults to those presented in Section
8.3. The Pl model converges to the same link fair rate as thdel does when the interference
factor is less than 0.5. For the pure contention scenarp@ology in which senders contend
with each other leads to results similar to those discuss&ection 8.4. We have collected results
from different sets of nodes in the mesh network to verifygbaerality of the results discussed in

this section.

8.2 Network Interference and Contention Map Measurement

We first discuss experimental results in the network interfee and contention map measure-
ment. The proposed partial interference model relies orirttegference factor and contention
relationship between links in deriving the optimal reseuaiocation. We show that the broadcast
approach used in [6] is inaccrate as compared to the uniczsstunements.

During the course of our exploration to find a good user-spaeasurement, we experi-
ment with a broadcast approach that approximates the stgukin [6]. In this approximation,
nodes take turns to broadcast for a pre-specified numbercéefs and the interference factor is

calculated.at.the receiving,node by comparing the numbeaokegts received with and without
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Figure 8.1: Partial interference topology

concurrent transmissions from the interfering node. Famgde, we want to measurement the
interference factor from the interferer node 25 to link427 as illustrated in Fig. 8.1. First, node
17 broadcasts 5000 packets, and node 27 counts the numlesiaitp received, say 5000 packets
as an example. Node 17 and 25 then broadcast concurrendly)ate 27 counts the number of
packets received from 17, say 2200 packets. The interferiator of node 25 to link 1427 is
calculated as + 2200/5000= 0.56. Note, node 27 also counts the number of packets received
from 25 when receiving the concurrent transmissions, aashtimber can be used to calculate the
interference factor of node 17 to any links that are incontingode 25. This saves the number of

transmissions required to measure all the interferender&of interest.

To measure contention, a node is considered to contend witther if any of its packet
is received by the other node. This approach may omit coetsrthat are beyond transmission

range but within carrier sense range of each other.

The measurement results show that interference factoraregsising the broadcast ap-

porach.may.differ.significantly from the actual level of irfe¥ence experienced by the interferee
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link. Fig. 8.2 illustrates the measured interference faofaode 25 to link 1727 with varying
packet sizes. The right most bar in the graph presents thaldevel of interference observed in
unicast experiments. The long box suggests that the inéerée from node 25 is strong but also

varying over time.

Interference Factor Measurement (Broadcast vs Unicast)
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Figure 8.2: Interference factor measurement

The interference factor is also significantly affected by titansmission power of the links.
Fig. 8.3 shows measurement results with the transmissiamipof node 25 lowered to 9 from
10. As compared to the results in Fig. 8.2, the broadcastunem&nts tend to be more scattered,
suggesting the approach is sensitive to packet size whantdréerence is not as strong.

To further understand how broadcast and unicast differ feach other in network mea-
surement, we compare their performance when transmittinlylBytes of data over a one-hop
UDP flow. As results plotted in Fig. 8.4 suggest, the broaiditew suffers from a significantly
lower throughput than the unicast flow. The packet loss @térfioadcast transmissions is signifi-
cantly higher than those of unicast, which explains the laeughput of broadcast flows.

The contention map measurement also generates inaccasalésrbecause of the preva-
lence of contenders that are beyond transmission rangeitiim warrier sense range of each other.

To avoid the inaccuracy in the broadcast measurement, we¢hesenicast approach as

described.in section, Z.3.for.our experiments. Each pospimutation of participating nodes is
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Figure 8.3: Interference factor measurement (transmgsaer 9)

explicitly measured over unicast flows. As the rate contrplegiments are also conducted with

unicast flows, this approach achieves more accurate results

8.3 Partial Interference Scenario

We use a hidden-terminal topology to evaluate the perfooman the rate control protocols. As
shown in Fig. 8.1, node 25 is the hidden terminal to node 17nwhigansmits to node 27. Link
2531 transmits at power level 10, and link 27 transmits at power level 9. Our unicast
interference factor measurement suggests that node Agpt®approximately 54.6% (median of
30 iterations of measurements) of packets that were semde 87 from 17. As illustrated in
Fig. 8.2, the interference factor of node 25 to link-2Z7 varies significantly over measurements.
However, using the median value suffices for our discussiotiss section. Because the interferee
flow is unable to achieve higher throughput as the interfébogr lowers its transmission rate due

to the non-linear interference relationship that is presgshortly.

In following subsections, we discuss the performance di®land Il models in the hidden-

terminal experiments.
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8.3.1 Parital Interference Model
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Figure 8.5: Flow throughput (PI)

According to the Pl model, node 17 should send at the noretliate of 1, because it
does not contend nor interfere with other nodes in the experi. Node 25 should transmit at the
normalized rate of 0.915, which can be easily derived acdogrtb Eq. (5.17) by usingy = 1,
aj = 0.546, andy jcc()Aj = 0. Given the link capacity of 1150 KBytes/sec, node 25 shoeidis

at.about, 1052 KBytes/sec and node 17 should send at 1150 K8stedn our experiments, the
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fair rate controller suggest the correct fair rate to botthefsending nodes.

Fig. 8.5 represents the actual flow throughput achievedamexperiments. The throughput
of flow 25—31 matches the optimal fair rate of node 25. The throughptlowf17—27, however,
is significantly lower than the fair rate suggested at node Ihthe worst case, the link suffers
badly and receives near-zero throughput.

To determine the reason for this deviation from the thecakétmodel, we trace events
within our WiFu implementation of a rate controller. Our @stigation identifies extensive delays
between the arrival of outgoing packets at the WiFu fram&wdmnode 17. The WiFu framework
intercepts the outgoing packets, and passes them to thiesdreard driver for actual transmission
at the calculated fair rate. Our code generates tracingnrdbon, such as time stamp and packet
header fields, at the very last and the first statement of tfr@Winction that receives the outgoing
packets from the system. By calculating the amount of timpseld between the two time stamps,
we obtain the arrival intervals, which characterize the am@f the elapsed time external to the
WiFu framework. Possible factors that may cause the delagtade system scheduling delays,

wireless card driver transmission delays caused by caateat interference, etc.
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Fig. 8.6 and Fig. 8.7 plot the arrival intervals for the outgppackets of node 17 and 25
respectively. The left half of the figures illustrate theiat intervals for the first 1000 outgoing
packets to reveal more details. The right half of the figuresige the overall distribution of all
the arrival intervals. The high spikes in Fig. 8.6 suggestmsively long arrival intervals between
outgoing packets at node 17. In contrast, the spikes at nbdgpRear to be shorter and more
consistent. Note, the majority of the arrival intervals ar¢he level of 100 nano seconds, and are
presented as a line on the x axis in both figures. The fact fhileés occur in both figures suggest
that the outgoing packets arrive in bursts. Traces on theeseg number of the UDP packets
suggest no packets are dropped before they get into WiFur€Bsen that causes the spikes is still
unclear to us, and will be one of an important topics of ouarfeiresearch.

Because the interferee is getting less throughput than itldhave test whether a different
rate should be used for the interferer. In this investigative keep flow 1727 transmitting at
the full link capacity, but gradually increase the transius rate of flow 25+31 from O to 1 at the
step of 0.1. As illustrated in Fig. 8.8, the relationship aninear, which contradicts the results
from [6]. The two lines connect the median values of 30 expenit iterations. We observe similar

non-linear pattern between other pair of links in the nekwor
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Figure 8.8: Non-linear relationship between interferet arterferee links

Note,the.observed.non-linear pattern does not necesdayiyove the assumption of linear
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impact of the partial interference model. There could be yn@asons in practice. One of a
possible reasons could be node 25 actually being within dneec sense range of node 17, even
though they are beyond transmission range of each othemvéstigate this problem, we need
to customize the Clear Channel Assessment threshold in tledeas card driver. This threshold
determines the carrier sense range of a node. The custamipabvides us the ability to vary the
carrier sense range of a node, and thus further investigatele 25 contends with node 17 in this

scenario. This piece of work, however, is non-trivial, amtbings to the scope of future work.

8.3.2 Interference as Contention Model

With this model, the interference from node 25 is conside®dontention to transmissions from
node 17 to 27. As a result, node 17 and 25 should equally sharditjue capacity at a fair rate
of 0.45, with 0.9 as the effective clique capacity. As showfig. 8.9, both nodes converge to the
expected fair rates in about 15 iterations. The two nodeksange fair rate information every 100
ms. The step sizeis set to 0.5 in updating the clique prigdeaccording to Eq.5.23. The right half
of the figure provides more details on the rate convergendaglthe first 20 updates. Note that

node 17 is able to use the full link capacity after node 25Hiesstransmission.
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Figure 8.9: Fair rate convergence with IC model
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Fig. 8.10 illustrates the measured throughput for flow=27 and 25+31 respectively.
Similar to the throughput observed in previous scenariderb is able to transmit at the calcu-
lated fair rate, but link 1727 obtains significantly lower throughput, which is alsosediby the

extensively high values in outgoing packet arrival intésva

8.3.3 Interference Ignored Model

In the 1l model, the interference from node 25 to flow-227 is ignored. As a result, both node
17 and 25 transmit at full link capacity. Fig. 8.11 illuseatthe measured throughput for flow
17—27 and 2531 respectively. Consistent with our previous observatitims throughput of

flow 17— 27 tends to be more scattered and suffers from low througfnet same extensive high

values in outgoing packets manifests at node 17 as well.
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Figure 8.11: Flow throughput (I1)

8.3.4 Sum Utility Comparison

We compare the overall performance of the three models irepperiments in this subsection.
Recall that the purpose of the fair rate optimization is to iméze the sum utility of all the par-

ticipating.links..ln.section.6, the performance betweered#nt models is compared using the
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performance function, which is defined in Eq.(6.3). Fig.28plots the utility performance values

of the three models.
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Figure 8.12: Sum utility

The Pl model performs better than the IC model in this topglbgcause IC model is over
conservative by treating the interference from node 25 ateation. This confirms our hypothesis
that partial interference should be treated differenthntobontention in the fair resource modeling.
As partial interference is prevalent in a wireless mesh odtwreating it as contention usually
generates over-conservative results.

The Il model outperforms the Pl model in some experimentsabge the interferee link
does not benefit from the lowered interferer link rate. Ondben side, the 1l model suffers
from more scattered and low throughput results as observedr experiments, because of the
interference from node 25.

Fig. 8.13 reveals the best sum utility that can be achievabearpartial interference sce-
nario. The best sum utility occurs when both-281 and 17-27 send at the full link capacity.
This is consistent with our previous observations that lowgetransmission rate of node 25 does
not help 1727 in most cases. The high IQR when node 25 transmits at tellisacaused by the

scattered receiving rate of flow 427.
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Sum Utility Performance Value vs. Interferer Link Rate
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8.4 Pure Contention Scenario

We also evaluate the performance of the proposed fair rateatqrotocol in a scenario with
only contention and no interference. As shown in Fig. 8.ibk 27— 17 and 2531 respectively
transmit the same amount of data over single-hop UDP flowswroently. Node 25 and 27 contend
with each other.

The PI, IC, and Il model behave identically without the inéeeince factor in place. As a
result, both node 25 and 27 should send at a fair rate of 0.45 effective clique capacity of 0.9.
Experimental results match the calculated link fair ratesla®vn in Fig. 8.15 for the Pl model.
The results for the IC and Il model are indifferent from thenRidel.

The utility performance of the three models are also indkifé from each other, as shown
in Fig. 8.16.

Experimental results from the pure contention topologyficors that the Pl model per-

forms no worse than the other two even in a pure contentiomesice
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Chapter 9

Conclusions

This dissertation contributes to the area of modeling argigdeng fair rate control for
wireless mesh networks in three major perspectives. kesgynthesize models used for optimiz-
ing fair rate control for wireless mesh networks, and disduadeoffs between different models.
Second, we develop a partial interference model [55] tharaves the over-conservative binary
interference model in the literature. Numerical resulsskhat the Pl model outperforms the IC
model in all the scenarios, and suggest that partial imenfee should be modeled separately from
contention. Third, we implement the fair rate control altfon on a mesh test bed. We find that
measuring network interference map using broadcast malyttemaccurate results, and unicast
is more preferable for accuracy. Experimental resultdyéhie prevalence of partial interference
in a mesh testbed, and show that the partial interferenceshmedults in significantly improved

performance in sum link utility in a typical interferencetogy.

Despite the better performance of the partial interferenodel, we observe a significant
deviation between the theoretical performance of the @lgarand the measured performance.
This demonstrates a non-trivial gap between theory andipeadn particular, the assumption of a
linear relationship between interfering links breaks in @xperiments. Lowering the transmission

rate of the interferer link does not increase the flow thrquglof the interferee link.

This dissertation lays a promising foundation for futureer@ch in the area. In particular,
the partial interference model can incorporate the asymenahnd time-varying nature of con-
tention, such as the first-principles model proposed in.[Ed}ther investigation is also needed to

find,the reason,behind.the deviation between theory andipeaabserved in this dissertation. If
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the assumption of the linear relationship is disproved,\a m®del incorporating the non-linear
relationship should be proposed. This raises a series of gpestions such as whether the new
model remains mathematically tractable; whether a digtiedh algorithm can be derived and im-
plemented, or if not, whether an approximation can be useathieve close enough results in

practice. Additional work is needed to find a balance betwemmplex models and efficient im-

plementations.
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